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SYSTEMAND METHOD FOR A TELEPHONC 
EMOTION DETECTION THAT PROVIDES 

OPERATOR FEEDBACK 

FIELD OF THE INVENTION 

0001. The present invention relates to voice recognition 
and more particularly to providing feedback based on rec 
ognizable Voice characteristics extracted during a conversa 
tion. 

BACKGROUND OF THE INVENTION 

0002 Although the first monograph on expression of 
emotions in animals & humans was written by Charles 
Darwin in the last century and psychologists have gradually 
cumulated knowledge in the field of emotion detection and 
Voice recognition, it has attracted a new wave of interest 
recently by both psychologists and artificial intelligence 
Specialists. There are Several reasons for this renewed inter 
est: technological progreSS in recording, Storing and pro 
cessing audio and Visual information; the development of 
non-intrusive Sensors, the advent of wearable computers, 
and the urge to enrich human-computer interface from 
point-and-click to Sense-and-feel. Further, a new field of 
research in AI known as affective computing has recently 
been identified. 

0003 AS to research on recognizing emotions in speech, 
on one hand, psychologists have done many experiments 
and Suggested theories. On the other hand, AI researchers 
made contributions in the following areas: emotional Speech 
Synthesis, recognition of emotions and using agents for 
decoding and expressing emotions. Similar progreSS has 
been made with Voice recognition. 
0004. In spite of the research on recognizing emotions in 
Speech, the art has been devoid of methods and apparatuses 
that utilize emotion recognition and Voice recognition for 
business purposes. 

SUMMARY OF THE INVENTION 

0005. A system, method and article of manufacture are 
provided for monitoring emotions in Voice Signals and 
providing feedback thereon. First, a voice Signal is received 
representative of a component of a conversation between at 
least two Subjects. Thereafter, an emotion associated with 
the Voice Signal is determined. Feedback then provided to a 
third party based on the determined emotion. 
0006. In one aspect of the present invention, the conver 
sation may be carried out over a telecommunications net 
work. Further, one of the subjects may be a customer while 
another one of the Subjects may be an employee, and the 
third party may be a manager. Optionally, the employee may 
be employed by a call center. 
0007. In yet another aspect of the present invention, the 
feedback may be provided only if the emotion is determined 
to be a negative emotion. Such negative emotion may be 
anger, Sadness, and/or fear. Further, the emotion may be 
determined by extracting a feature from the Voice Signal for 
analysis purposes. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0008. The invention will be better understood when con 
sideration is given to the following detailed description 
thereof. Such description makes reference to the annexed 
drawings wherein: 
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0009 FIG. 1 is a schematic diagram of a hardware 
implementation of one embodiment of the present invention; 
0010 FIG. 2 is a flowchart depicting one embodiment of 
the present invention that detects emotion using voice analy 
Sis, 
0011 FIG. 3 is a graph showing the average accuracy of 
recognition for an S70 data Set, 
0012 FIG. 4 is a chart illustrating the average accuracy 
of recognition for an S80 data Set, 
0013 FIG. 5 is a graph depicting the average accuracy of 
recognition for an S90 data Set, 
0014 FIG. 6 is a flow chart illustrating an embodiment 
of the present invention that detects emotion using Statistics, 
0.015 FIG. 7 is a flow chart illustrating a method for 
detecting nervousness in a Voice in a busineSS environment 
to help prevent fraud; 
0016 FIG. 8 is a flow diagram depicting an apparatus for 
detecting emotion from a voice Sample in accordance with 
one embodiment of the present invention; 
0017 FIG. 9 is a flow diagram illustrating an apparatus 
for producing visible records from Sound in accordance with 
one embodiment of the invention; 

0018 FIG. 10 is a flow diagram that illustrates one 
embodiment of the present invention that monitors emotions 
in Voice Signals and provides feedback based on the detected 
emotions; 

0019 FIG. 11 is a flow chart illustrating an embodiment 
of the present invention that compares user VS. computer 
emotion detection of Voice Signals to improve emotion 
recognition of either the invention, a user, or both; 
0020 FIG. 12 is a schematic diagram in block form of a 
Speech recognition apparatus in accordance with one 
embodiment of the invention; 

0021 FIG. 13 is a schematic diagram in block form of 
the element assembly and storage block in FIG. 12; 
0022 FIG. 14 illustrates a speech recognition system 
with a bio-monitor and a preprocessor in accordance with 
one embodiment of the present invention; 
0023 FIG. 15 illustrates a bio-signal produced by the 
bio-monitor of FIG. 14; 

0024 
0025 FIG. 17 is a block diagram of the preprocessor; 
0026 FIG. 18 illustrates a relationship between pitch 
modification and the bio-signal; 

FIG. 16 illustrates a circuit within the bio-monitor; 

0027 FIG. 19 is a flow chart of a calibration program; 
0028 FIG. 20 shows generally the configuration of the 
portion of the System of the present invention wherein 
improved Selection of a Set of pitch period candidates is 
achieved; 

0029 FIG. 21 is a flow diagram that illustrates an 
embodiment of the present invention that identifies a user 
through voice verification to allow the user to acceSS data on 
a network; 
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0030 FIG. 22 illustrates the basic concept of a voice 
authentication System used for controlling an access to a 
Secured-System; 
0.031 FIG. 23 depicts a system for establishing an iden 

tity of a speaker according to the present invention; 
0.032 FIG. 24 shows the first step in an exemplary 
System of identifying a Speaker according to the present 
invention; 
0.033 FIG. 25 illustrates a second step in the system set 
forth in FIG. 24; 
0034 FIG. 26 illustrates a third step in the system set 
forth in FIG. 24; 
0035 FIG. 27 illustrates a fourth step in the system of 
identifying a speaker set forth in FIG. 24; 
0036 FIG. 28 is a flow chart depicting a method for 
determining eligibility of a perSon at a border crossing to 
croSS the border based on Voice Signals, 
0037 FIG.29 illustrates a method of speaker recognition 
according to one aspect of the present invention; 
0038 FIG. 30 illustrates another method of speaker 
recognition according to one aspect of the present invention; 
0.039 FIG. 31 illustrates basic components of a speaker 
recognition System; 

0040 FIG. 32 illustrates an example of the stored infor 
mation in the Speaker recognition information Storage unit of 
FIG. 31; 
0041 FIG. 33 depicts a preferred embodiment of a 
Speaker recognition System in accordance with one embodi 
ment of the present invention; 
0042 FIG.34 describes in further detail the embodiment 
of the speaker recognition system of FIG. 33; 

0043 FIG.35 is a flow chart that illustrates a method for 
recognizing voice commands for manipulating data on the 
Internet, 

0044 FIG. 36 is a generalized block diagram of an 
information System in accordance with an embodiment of 
the invention for controlling content and applications over a 
network Via Voice Signals, 
004.5 FIGS. 37A, 37B, and 37C together form a block 
diagram of an exemplary entertainment delivery System in 
which an embodiment of the instant invention is incorpo 
rated; 

0046 FIG. 38 depicts the manner in which rules are 
applied to form acceptable Sentences in accordance with an 
embodiment of the invention that includes language trans 
lation capabilities, and 
0047 FIG. 39 illustrates a representative hardware 
implementation of an embodiment of the invention that 
includes language translation capabilities. 

DETAILED DESCRIPTION 

0.048. In accordance with at least one embodiment of the 
present invention, a System is provided for performing 
various functions and activities through Voice analysis and 
Voice recognition. The System may be enabled using a 
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hardware implementation such as that illustrated in FIG. 1. 
Further, various functional and user interface features of one 
embodiment of the present invention may be enabled using 
Software programming, i.e. object oriented programming 
(OOP). 

Hardware Overview 

0049. A representative hardware environment of a pre 
ferred embodiment of the present invention is depicted in 
FIG. 1, which illustrates a typical hardware configuration of 
a WorkStation having a central processing unit 110, Such as 
a microprocessor, and a number of other units intercon 
nected via a system bus 112. The workstation shown in FIG. 
1 includes Random Access Memory (RAM) 114, Read Only 
Memory (ROM) 116, an I/O adapter 118 for connecting 
peripheral devices Such as disk Storage units 120 to the bus 
112, a user interface adapter 122 for connecting a keyboard 
124, a mouse 126, a speaker 128, a microphone 132, and/or 
other user interface devices Such as a touch screen (not 
shown) to the bus 112, communication adapter 134 for 
connecting the WorkStation to a communication network 
(e.g., a data processing network) and a display adapter 136 
for connecting the bus 112 to a display device 138. The 
WorkStation typically has resident thereon an operating 
system such as the Microsoft Windows NT or Windows/95 
Operating System (OS), the IBM OS/2 operating system, the 
MAC OS, or UNIX operating system. 

Software Overview 

0050 Object oriented programming (OOP) has become 
increasingly used to develop complex applications. AS OOP 
moves toward the mainstream of Software design and devel 
opment, various Software Solutions require adaptation to 
make use of the benefits of OOP. A need exists for the 
principles of OOP to be applied to a messaging interface of 
an electronic messaging System Such that a set of OOP 
classes and objects for the messaging interface can be 
provided. 
0051 OOP is a process of developing computer software 
using objects, including the Steps of analyzing the problem, 
designing the System, and constructing the program. An 
object is a Software package that contains both data and a 
collection of related Structures and procedures. Since it 
contains both data and a collection of Structures and proce 
dures, it can be visualized as a Self-sufficient component that 
does not require other additional Structures, procedures or 
data to perform its specific task. OOP, therefore, views a 
computer program as a collection of largely autonomous 
components, called objects, each of which is responsible for 
a specific task. This concept of packaging data, Structures, 
and procedures together in one component or module is 
called encapsulation. 
0052. In general, OOP components are reusable software 
modules which present an interface that conforms to an 
object model and which are accessed at run-time through a 
component integration architecture. A component integra 
tion architecture is a set of architecture mechanisms which 
allow Software modules in different process Spaces to utilize 
each other's capabilities or functions. This is generally done 
by assuming a common component object model on which 
to build the architecture. It is worthwhile to differentiate 
between an object and a class of objects at this point. An 
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object is a single instance of the class of objects, which is 
often just called a class. A class of objects can be viewed as 
a blueprint, from which many objects can be formed. 

0.053 OOP allows the programmer to create an object 
that is a part of another object. For example, the object 
representing a piston engine is Said to have a composition 
relationship with the object representing a piston. In reality, 
a piston engine 30 comprises a piston, Valves and many 
other components, the fact that a piston is an element of a 
piston engine can be logically and Semantically represented 
in OOP by two objects. 

0054) OOP also allows creation of an object that 
“depends from another object. If there are two objects, one 
representing a piston engine and the other representing a 
piston engine wherein the piston is made of ceramic, then 
the relationship between the two objects is not that of 
composition. A ceramic piston engine does not make up a 
piston engine. Rather it is merely one kind of piston engine 
that has one more limitation than the piston engine; its piston 
is made of ceramic. In this case, the object representing the 
ceramic piston engine is called a derived object, and it 
inherits all of the aspects of the object representing the 
piston engine and adds further limitation or detail to it. The 
object representing the ceramic piston engine “depends 
from the object representing the piston engine. The rela 
tionship between these objects is called inheritance. 

0.055 When the object or class representing the ceramic 
piston engine inherits all of the aspects of the objects 
representing the piston engine, it inherits the thermal char 
acteristics of a Standard piston defined in the piston engine 
class. However, the ceramic piston engine object overrides 
these ceramic Specific thermal characteristics, which are 
typically different from those associated with a metal piston. 
It skips over the original and uses new functions related to 
ceramic pistons. Different kinds of piston engines have 
different characteristics, but may have the same underlying 
functions associated with them (e.g., how many pistons in 
the engine, ignition Sequences, lubrication, etc.). To access 
each of these functions in any piston engine object, a 
programmer would call the same functions with the same 
names, but each type of piston engine may have different/ 
overriding implementations of functions behind the same 
name. This ability to hide different implementations of a 
function behind the Same name is called polymorphism and 
it greatly simplifies communication among objects. 

0056 With the concepts of composition-relationship, 
encapsulation, inheritance and polymorphism, an object can 
represent just about anything in the real world. In fact, the 
logical perception of the reality is the only limit on deter 
mining the kinds of things that can become objects in 
object-oriented Software. Some typical categories are as 
follows: 

0057 Objects can represent physical objects, such 
as automobiles in a traffic-flow Simulation, electrical 
components in a circuit-design program, countries in 
an economics model, or aircraft in an air-traffic 
control System. 

0.058 Obiects can represent elements of the com p 
puter-user environment Such as windows, menus or 
graphics objects. 
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0059 An object can represent an inventory, such as 
a perSonnel file or a table of the latitudes and 
longitudes of cities. 

0060 An object can represent user-defined data 
types Such as time, angles, and complex numbers, or 
points on the plane. 

0061. With this enormous capability of an object to 
represent just about any logically Separable matters, OOP 
allows the Software developer to design and implement a 
computer program that is a model of Some aspects of reality, 
whether that reality is a physical entity, a process, a System, 
or a composition of matter. Since the object can represent 
anything, the Software developer can create an object which 
can be used as a component in a larger Software project in 
the future. 

0062) If 90% of a new OOP software program consists of 
proven, existing components made from preexisting reus 
able objects, then only the remaining 10% of the new 
Software project has to be written and tested from Scratch. 
Since 90% already came from an inventory of extensively 
tested reusable objects, the potential domain from which an 
error could originate is 10% of the program. As a result, 
OOP enables software developers to build objects out of 
other, previously built objects. 
0063. This process closely resembles complex machinery 
being built out of assemblies and sub-assemblies. OOP 
technology, therefore, makes Software engineering more like 
hardware engineering in that Software is built from existing 
components, which are available to the developer as objects. 
All this adds up to an improved quality of the Software as 
well as an increase in the Speed of its development. 
0064 Programming languages are beginning to fully 
Support the OOP principles, Such as encapsulation, inherit 
ance, polymorphism, and composition-relationship. With 
the advent of the C++ language, many commercial Software 
developers have embraced OOP, C++ is an OOP language 
that offers a fast, machine-executable code. 
0065. Furthermore, C++ is suitable for both commercial 
application and Systems-programming projects. For now, 
C++ appears to be the most popular choice among many 
OOP programmers, but there is a host of other OOP lan 
guages, Such as Smalltalk, Common Lisp Object System 
(CLOS), and Eiffel. Additionally, OOP capabilities are being 
added to more traditional popular computer programming 
languages Such as Pascal. 
0066. The benefits of object classes can be summarized, 
as follows: 

0067 Objects and their corresponding classes break 
down complex programming problems into many 
Smaller, Simpler problems. 

0068 Encapsulation enforces data abstraction 
through the organization of data into Small, indepen 
dent objects that can communicate with each other. 
Encapsulation protects the data in an object from 
accidental damage, but allows other objects to inter 
act with that data by calling the object's member 
functions and Structures. 

0069. Subclassing and inheritance make it possible 
to extend and modify objects through deriving new 
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kinds of objects from the Standard classes available 
in the System. Thus, new capabilities are created 
without having to start from Scratch. 

0070 Polymorphism and multiple inheritance make 
it possible for different programmerS to mix and 
match characteristics of many different classes and 
create Specialized objects that can Still work with 
related objects in predictable ways. 

0071 Class hierarchies and containment hierarchies 
provide a flexible mechanism for modeling real 
World objects and the relationships among them. 

0072 Libraries of reusable classes are useful in 
many situations, but they also have Some limitations. 
For example: 

0073 Complexity. In a complex system, the class 
hierarchies for related classes can become extremely 
confusing, with many dozens or even hundreds of 
classes. 

0074 Flow of control. A program written with the 
aid of class libraries is still responsible for the flow 
of control (i.e., it must control the interactions 
among all the objects created from a particular 
library). The programmer has to decide which func 
tions to call at what times for which kinds of objects. 

0075. Duplication of effort. Although class libraries 
allow programmers to use and reuse many Small 
pieces of code, each programmer puts those pieces 
together in a different way. Two different program 
mers can use the same Set of class libraries to write 
two programs that do exactly the same thing but 
whose internal structure (i.e., design) may be quite 
different, depending on hundreds of Small decisions 
each programmer makes along the way. Inevitably, 
Similar pieces of code end up doing Similar things in 
slightly different ways and do not work as well 
together as they should. 

0.076 Class libraries are very flexible. As programs grow 
more complex, more programmers are forced to reinvent 
basic Solutions to basic problems over and over again. A 
relatively new extension of the class library concept is to 
have a framework of class libraries. This framework is more 
complex and consists of Significant collections of collabo 
rating classes that capture both the Small Scale patterns and 
major mechanisms that implement the common require 
ments and design in a specific application domain. They 
were first developed to free application programmers from 
the chores involved in displaying menus, windows, dialog 
boxes, and other Standard user interface elements for per 
Sonal computers. 

0.077 Frameworks also represent a change in the way 
programmerS think about the interaction between the code 
they write and code written by others. In the early days of 
procedural programming, the programmer called libraries 
provided by the operating System to perform certain tasks, 
but basically the program executed down the page from Start 
to finish, and the programmer was Solely responsible for the 
flow of control. This was appropriate for printing out pay 
checks, calculating a mathematical table, or Solving other 
problems with a program that executed in just one way. 
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0078. The development of graphical user interfaces 
began to turn this procedural programming arrangement 
inside out. These interfaces allow the user, rather than 
program logic, to drive the program and decide when certain 
actions should be performed. Today, most personal com 
puter Software accomplishes this by means of an event loop 
which monitors the mouse, keyboard, and other Sources of 
external events and calls the appropriate parts of the pro 
grammer's code according to actions that the user performs. 
The programmer no longer determines the order in which 
events occur. Instead, a program is divided into Separate 
pieces that are called at unpredictable times and in an 
unpredictable order. By relinquishing control in this way to 
users, the developer creates a program that is much easier to 
use. Nevertheless, individual pieces of the program written 
by the developer still call libraries provided by the operating 
System to accomplish certain tasks, and the programmer 
must still determine the flow of control within each piece 
after it’s called by the event loop. Application code still “sits 
on top of the system. 
0079 Even event loop programs require programmers to 
write a lot of code that should not need to be written 
Separately for every application. The concept of an applica 
tion framework carries the event loop concept further. 
Instead of dealing with all the nuts and bolts of constructing 
basic menus, windows, and dialog boxes and then making 
all these things work together, programmerS using applica 
tion frameworks start with working application code and 
basic user interface elements in place. Subsequently, they 
build from there by replacing Some of the generic capabili 
ties of the framework with the specific capabilities of the 
intended application. 
0080 Application frameworks reduce the total amount of 
code that a programmer has to write from Scratch. However, 
because the framework is really a generic application that 
displays windows, Supports copy and paste, and So on, the 
programmer can also relinquish control to a greater degree 
than event loop programs permit. The framework code takes 
care of almost all event handling and flow of control, and the 
programmer's code is called only when the framework 
needs it (e.g., to create or manipulate a proprietary data 
Structure). 
0081. A programmer writing a framework program not 
only relinquishes control to the user (as is also true for event 
loop programs), but also relinquishes the detailed flow of 
control within the program to the framework. This approach 
allows the creation of more complex Systems that work 
together in interesting ways, as opposed to isolated pro 
grams, having custom code, being created over and over 
again for Similar problems. 
0082 Thus, as is explained above, a framework basically 
is a collection of cooperating classes that make up a reusable 
design Solution for a given problem domain. It typically 
includes objects that provide default behavior (e.g., for 
menus and windows), and programmers use it by inheriting 
Some of that default behavior and overriding other behavior 
So that the framework calls application code at the appro 
priate times. 
0083. There are three main differences between frame 
WorkS and class libraries: 

0084 Behavior versus protocol. Class libraries are 
essentially collections of behaviors that you can call 
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when you want those individual behaviors in your 
program. A framework, on the other hand, provides 
not only behavior but also the protocol or set of rules 
that govern the ways in which behaviors can be 
combined, including rules for what a programmer is 
Supposed to provide versus what the framework 
provides. 

0085 Call versus override. With a class library, the 
code the programmer instantiates objects and calls 
their member functions. Its possible to instantiate 
and call objects in the same way with a framework 
(i.e., to treat the framework as a class library), but to 
take full advantage of a framework's reusable 
design, a programmer typically writeS code that 
overrides and is called by the framework. The frame 
work manages the flow of control among its objects. 
Writing a program involves dividing responsibilities 
among the various pieces of Software that are called 
by the framework rather than specifying how the 
different pieces should work together. 

0086 Implementation versus design. With class 
libraries, programmerS reuse only implementations, 
whereas with frameworks, they reuse design. A 
framework embodies the way a family of related 
programs or pieces of Software work. It represents a 
generic design Solution that can be adapted to a 
variety of Specific problems in a given domain. For 
example, a Single framework can embody the way a 
user interface works, even though two different user 
interfaces created with the same framework might 
Solve quite different interface problems. 

0.087 Thus, through the development of frameworks for 
Solutions to various problems and programming tasks, Sig 
nificant reductions in the design and development effort for 
Software can be achieved. A preferred embodiment of the 
invention utilizes HyperText Markup Language (HTML) to 
implement documents on the Internet together with a gen 
eral-purpose Secure communication protocol for a transport 
medium between the client and a company. HTTP or other 
protocols could be readily substituted for HTML without 
undue experimentation. Information on these products is 
available in T. Bemers-Lee, D. Connoly, “PFC 1866: Hyper 
textMarkup Language-2.0” (Nov. 1995); and R. Fielding, H, 
Frystyk, T. Bemers-Lee, J. Gettys and J. C. Mogul, “Hyper 
text Transfer Protocol-HTTP/1.1:HTTP Working Group 
Internet Draft” (May 2, 1996). HTML is a simple data 
format used to create hypertext documents that are portable 
from one platform to another. HTML documents are SGML 
documents with generic Semantics that are appropriate for 
representing information from a wide range of domains. 
HTML has been in use by the World-Wide Web global 
information initiative since 1990. HTML is an application of 
ISO Standard 8879; 1986 Information Processing Text and 
Office Systems; Standard Generalized Markup Language 
(SGML). 
0088. To date, Web development tools have been limited 
in their ability to create dynamic Web applications which 
span from client to Server and interoperate with existing 
computing resources. Until recently, HTML has been the 
dominant technology used in development of Web-based 
solutions. However, HTML has proven to be inadequate in 
the following areas: 
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0089 Poor performance; 
0090 Restricted user interface capabilities; 
0091 Can only produce static Web pages; 
0092. Lack of interoperability with existing appli 
cations and data; and 

0093 inability to scale. 
0094 Sun Microsystem's Java language solves many of 
the client-side problems by: 

0095 Improving performance on the client side; 

0096 Enabling the creation of dynamic, real-time 
Web applications; and 

0097. Providing the ability to create a wide variety 
of user interface components. 

0098. With Java, developers can create robust User Inter 
face (UI) components. Custom “widgets” (e.g., real-time 
Stock tickers, animated icons, etc.) can be created, and 
client-side performance is improved. Unlike HTML, Java 
Supports the notion of client-side validation, offloading 
appropriate processing onto the client for improved perfor 
mance. Dynamic, real-time Web pages can be created. Using 
the above-mentioned custom UI components, dynamic Web 
pages can also be created. 
0099 Sun's Java language has emerged as an industry 
recognized language for “programming the Internet.' Sun 
defines Java as “a simple, object-oriented, distributed, inter 
preted, robust, Secure, architecture-neutral, portable, high 
performance, multithreaded, dynamic, buZZWord-compliant, 
general-purpose programming language. Java Supports pro 
gramming for the Internet in the form of platform-indepen 
dent Java applets.” Java applets are Small, Specialized appli 
cations that comply with Sun's Java Application 
Programming Interface (API) allowing developers to add 
“interactive content to Web documents (e.g., simple ani 
mations, page adornments, basic games, etc.). Applets 
execute within a Java-compatible browser (e.g., Netscape 
Navigator) by copying code from the server to client. From 
a language Standpoint, Java's core feature Set is based on 
C++. Sun's Java literature states that Java is basically, “C++ 
with extensions from Objective C for more dynamic method 
resolution.” 

0100 Another technology that provides similar function 
to JAVA is provided by Microsoft and ActiveX Technolo 
gies, to give developerS and Web designers wherewithal to 
build dynamic content for the internet and personal com 
puters. ActiveX includes tools for developing animation, 
3-D virtual reality, video and other multimedia content. The 
tools use internet Standards, work on multiple platforms, and 
are being Supported by over 100 companies. The group's 
building blocks are called ActiveX Controls, which are fast 
components that enable developerS to embed parts of Soft 
ware in hypertext markup language (HTML) pages. ActiveX 
Controls work with a variety of programming languages 
including Microsoft Visual C++, Borland Delphi, Microsoft 
Visual Basic programming System and, in the future, 
Microsoft's development tool for Java, code named 
“Jakarta.” ActiveX Technologies also includes ActiveX 
Server Framework, allowing developerS to create Server 
applications. One of ordinary skill in the art readily recog 
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nizes that ActiveX could be substituted for JAVA without 
undue experimentation to practice the invention. 

Emotion Recognition 
0101 The present invention is directed towards utilizing 
recognition of emotions in Speech for busineSS purposes. 
Some embodiments of the present invention may be used to 
detect the emotion of a perSon based on a voice analysis and 
output the detected emotion of the person. Other embodi 
ments of the present invention may be used for the detection 
of the emotional State in telephone call center conversations, 
and providing feedback to an operator or a Supervisor for 
monitoring purposes. Yet other embodiments of the present 
invention may be applied to Sort Voice mail messages 
according to the emotions expressed by a caller. 
0102) If the target subjects are known, it is suggested that 
a Study be conducted on a few of the target Subjects to 
determine which portions of a Voice are most reliable as 
indicators of emotion. If target Subjects are not available, 
other Subjects may be used. Given this orientation, for the 
following discussion: 

0.103 Data should be solicited from people who are 
not professional actors or actresses to improve accu 
racy, as actors and actresses may overemphasize a 
particular Speech component, creating error. 

0104 Data may be solicited from test subjects cho 
Sen from a group anticipated to be analyzed. This 
would improve accuracy. 

0105 Telephone quality speech (<3.4 kHz) can be 
targeted to improve accuracy for use with a tele 
phone System. 

0106 The testing may rely on voice signal only. 
This means the modern Speech recognition tech 
niques would be excluded, Since they require much 
better quality of Signal & computational power. 

Data Collecting & Evaluating 
0107. In an exemplary test, four short sentences are 
recorded from each of thirty people: 

0108 “This is not what I expected.” 
0109) “I’ll be right there.” 
0110. “Tomorrow is my birthday.” 
0.111) “I’m getting married next week.” 

0112 Each sentence should be recorded five times; each 
time, the Subject portrays one of the following emotional 
States: happiness, anger, Sadness, fear/nervousness and nor 
mal (unemotional). Five Subjects can also record the Sen 
tences twice with different recording parameters. Thus, each 
Subject has recorded 20 or 40 utterances, yielding a corpus 
containing 700 utterances with 140 utterances per emotional 
State. Each utterance can be recorded using a close-talk 
microphone; the first 100 utterances at 22-kHz/8bit and the 
remaining 600 utterances at 22-kHz/16bit. 
0113. After creating the corpus, an experiment may be 
performed to find the answers to the following questions: 

0114. How well can people without special training 
portray and recognize emotions in Speech? 
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0115 How well can people recognize their own 
emotions that they recorded 6-8 weeks earlier? 

0116 Which kinds of emotions are easier/harder to 
recognize? 

0117. One important result of the experiment is selection 
of a Set of most reliable utterances, i.e. utterances that are 
recognized by the most people. This Set can be used as 
training and test data for pattern recognition algorithms run 
by a computer. 
0118. An interactive program of a type known in the art 
may be used to Select and play back the utterances in random 
order and allow a user to classify each utterance according 
to its emotional content. For example, twenty-three Subjects 
can take part in the evaluation Stage and an additional 20 of 
whom had participated in the recording State earlier. 
0119) Table 1 shows a performance confusion matrix 
resulting from data collected from performance of the pre 
viously discussed Study. The rows and the columns represent 
true & evaluated categories respectively. For example, the 
second row says that 11.9% of utterances that were por 
trayed as happy were evaluated as normal (unemotional), 
61,4% as true happy, 10.1% as angry, 4.1% as Sad, and 
12.5% as fear. It is also seen that the most easily recogniz 
able category is anger (72.2%) and the least recognizable 
category is fear (49.5%). Alot of confusion is found between 
SadneSS and fear, SadneSS and unemotional State and happi 
neSS and fear. The mean accuracy is 63.5% that agrees with 
the results of the other experimental Studies. 

TABLE 1. 

Performance Confusion Matrix 

Category Normal Happy Angry Sad Afraid Total 

Normal 66.3 2.5 7.0 18.2 6.O 1OO 
Happy 11.9 61.4 10.1 4.1 12.5 1OO 
Angry 10.6 5.2 72.2 5.6 6.3 1OO 
Sad 11.8 1.O 4.7 68.3 14.3 1OO 
Afraid 11.8 9.4 5.1 24.2 49.5 1OO 

0120 Table 2 shows statistics for evaluators for each 
emotional category and for Summarized performance that 
was calculated as the Sum of performances for each cat 
egory. It can be seen that the variance for anger and Sadness 
is much less then for the other emotional categories. 

TABLE 2 

Evaluators Statistics 

Category Mean Std. Dew. Median Minimum Maximum 

Normal 66.3 13.7 64.3 29.3 95.7 
Happy 61.4 11.8 62.9 31.4 78.6 
Angry 72.2 5.3 72.1 62.9 84.3 
Sad 68.3 7.8 68.6 SO.O 8O.O 
Afraid 49.5 13.3 51.4 22.1 68.6 

Total 317.7 28.9 314.3 253.6 355.7 

0121 Table three, below, shows statistics for “actors”, i.e. 
how well Subjects portray emotions. Speaking more pre 
cisely, the numbers in the table show which portion of 
portrayed emotions of a particular category was recognized 
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as this category by other Subjects. It is interesting to See 
comparing tables 2 and 3 that the ability to portray emotions 
(total mean is 62.9%) stays approximately at the same level 
as the ability to recognize emotions (total mean is 63.2%), 
but the variance for portraying is much larger. 

TABLE 3 

Actors Statistics 

Category Mean Std. Dev. Median Minimum Maximum 

Normal 65.1 16.4 68.5 26.1 89.1 
Happy 59.8 21.1 66.3 2.2 91.3 
Angry 71.7 24.5 78.2 13.0 1OO.O 
Sad 68.1 18.4 72.6 32.6 93.5 
Afraid 49.7 18.6 48.9 17.4 88.0 

Total 314.3 52.5 315.2 213 445.7 

0.122 Table 4 shows self-reference statistics, i.e. how 
well Subjects were able to recognize their own portrayals. 
We can See that people do much better in recognizing their 
own emotions (mean is 80.0%), especially for anger 
(98.1%), sadness (80.0%) and fear (78.8%). Interestingly, 
fear was recognized better than happiness. Some Subjects 
failed to recognize their own portrayals for happineSS and 
the normal State. 

TABLE 4 

Self-reference Statistics 

Category Mean Std. Dev. Median Minimum Maximum 

Normal 71.9 25.3 75.O O.O 1OO.O 
Happy 71.2 33.O 75.O O.O 1OO.O 
Angry 98.1 6.1 1OO.O 75.O 1OO.O 
Sad 8O.O 22.0 81.2 25.0 1OO.O 
Afraid 78.8 24.7 87.5 25.0 1OO.O 

Total 4OOO 65.3 412.5 2SO.O SOO.O 

0123. From the corpus of 700 utterances five nested data 
Sets which include utterances that were recognized as por 
traying the given emotion by at least p percent of the 
subjects (p=70, 80,90, 95, and 100%) may be selected. For 
the present discussion, these data Sets Shall be referred to as 
s70, S80, S90, and S100. Table 5, below, shows the number 
of elements in each data set. We can see that only 7.9% of 
the utterances of the corpus were recognized by all Subjects. 
And this number lineally increases up to 52.7% for the data 
set S70, which corresponds to the 70%-level of concordance 
in decoding emotion in Speech. 

TABLE 5 

p-level Concordance Data sets 

Data set s70 S8O S90 S95 S100 

Size 369 257 149 94 55 
52.7% 36.7% 21.3% 13.4% 7.9% 

0.124. These results provide valuable insight about human 
performance and can Serve as a baseline for comparison to 
computer performance. 
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Feature Extraction 

0.125. It has been found that pitch is the main vocal cue 
for emotion recognition. Strictly Speaking, the pitch is 
represented by the fundamental frequency (FO), i.e. the 
main (lowest) frequency of the vibration of the vocal folds. 
The other acoustic variables contributing to Vocal emotion 
Signaling are: 

0.126 Vocal energy 
0127 Frequency spectral features 
0128 Formants (usually only on or two first for 
mants (F1, F2) are considered). 

0129 Temporal features (speech rate and pausing). 
0.130. Another approach to feature extraction is to enrich 
the Set of features by considering Some derivative features 
Such as LPC (linear predictive coding) parameters of signal 
or features of the Smoothed pitch contour and its derivatives. 
For this invention, the following Strategy may be adopted. 
First, take into account fundamental frequency F0 (i.e. the 
main (lowest) frequency of the vibration of the vocal folds), 
energy, speaking rate, first three formants (F1, F2, and F3) 
and their bandwidths (BW1, BW2, and BW3) and calculate 
for them as many Statistics as possible. Then rank the 
Statistics using feature Selection techniques, and pick a set of 
most “important” features. 
0131 The speaking rate can be calculated as the inverse 
of the average length of the Voiced part of utterance. For all 
other parameters, the following statistics can be calculated: 
mean, Standard deviation, minimum, maximum and range. 
Additionally for F0 the slope can be calculated as a linear 
regression for Voiced part of Speech, i.e. the line that fits the 
pitch contour. The relative voiced energy can also be cal 
culated as the proportion of voiced energy to the total energy 
of utterance. Altogether, there are about 40 features for each 
utterance. 

0132) The RELIEF-F algorithm may be used for feature 
selection. For example, the RELIEF-F may be run for the 
S70 data Set varying the number of nearest neighbors from 
1 to 12, and the features ordered according to their Sum of 
ranks. The top 14 features are the following: F0 maximum, 
F0 standard deviation, F0 range, F0 mean, BW1 mean, BW2 
mean, energy Standard deviation, Speaking rate, F0 Slope, F1 
maximum, energy maximum, energy range, F2 range, and 
F1 range. To investigate how Sets of features influence the 
accuracy of emotion recognition algorithms, three nested 
Sets of features may be formed based on their Sum of rankS. 
The first set includes the top eight features (from F0 maxi 
mum speaking rate), the Second set extends the first one by 
two next features (F0 slope and F1 maximum), and the third 
set includes all 14 top features. More details on the 
RELIEF-F algorithm are set forth in the publication Proc. 
European Conf. On Machine Learning (1994) in the article 
by I. Kononenko entitled “Estimating attributes: Analysis 
and extension of RELIEF and found on pages 171-182 and 
which is herein incorporated by reference for all purposes. 
0.133 FIG. 2 illustrates one embodiment of the present 
invention that detects emotion using voice analysis. In 
operation 200, a voice Signal is received, Such as by a 
microphone or in the form of a digitized Sample. A prede 
termined number of features of the Voice Signal are extracted 
as set forth above and selected in operation 202. These 
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features include, but are not limited to, a maximum value of 
a fundamental frequency, a Standard deviation of the fun 
damental frequency, a range of the fundamental frequency, 
a mean of the fundamental frequency, a mean of a bandwidth 
of a first formant, a mean of a bandwidth of a Second 
formant, a Standard deviation of energy, a Speaking rate, a 
Slope of the fundamental frequency, a maximum value of the 
first formant, a maximum value of the energy, a range of the 
energy, a range of the Second formant, and a range of the first 
formant. Utilizing the features Selected in operation 202, an 
emotion associated with the Voice Signal is determined in 
operation 204 based on the extracted feature. Finally, in 
operation 206, the determined emotion is output. See the 
discussion below, particularly with reference to FIGS. 8 and 
9, for a more detailed discussion of determining an emotion 
based on a voice signal in accordance with the present 
invention. 

0134) Preferably, the feature of the voice signal is 
Selected from the group of features consisting of the maxi 
mum value of the fundamental frequency, the Standard 
deviation of the fundamental frequency, the range of the 
fundamental frequency, the mean of the fundamental fre 
quency, the mean of the bandwidth of the first formant, the 
mean of the bandwidth of the second formant, the standard 
deviation of energy, and the Speaking rate. Ideally, the 
extracted feature includes at least one of the Slope of the 
fundamental frequency and the maximum value of the first 
formant. 

0135). Optionally, a plurality of features are extracted 
including the maximum value of the fundamental frequency, 
the Standard deviation of the fundamental frequency, the 
range of the fundamental frequency, the mean of the fun 
damental frequency, the mean of the bandwidth of the first 
formant, the mean of the bandwidth of the second formant, 
the Standard deviation of energy, and the Speaking rate. 
Preferably, the extracted features include the slope of the 
fundamental frequency and the maximum value of the first 
formant. 

0.136 AS another option, a plurality of features are 
extracted including the maximum value of the fundamental 
frequency, the Standard deviation of the fundamental fre 
quency, the range of the fundamental frequency, the mean of 
the fundamental frequency, the mean of the bandwidth of the 
first formant, the mean of the bandwidth of the second 
formant, the Standard deviation of energy, the Speaking rate, 
the slope of the fundamental frequency, the maximum value 
of the first formant, the maximum value of the energy, the 
range of the energy, the range of the Second formant, and the 
range of the first formant. 

Computer Performance 

0.137 To recognize emotions in speech, two exemplary 
approaches may be taken: neural networks and ensembles of 
classifiers. In the first approach, a two-layer back propaga 
tion neural network architecture with a 8-,10- or 14-element 
input vector, 10 or 20 nodes in the hidden Sigmoid layer and 
five nodes in the output linear layer may be used. The 
number of outputs corresponds to the number of emotional 
categories. To train and test the algorithms, data Sets S70, 
S80, and S90 may be used. These sets can be randomly split 
into training (67% of utterances) and test (33%) Subsets. 
Several neural network classifiers trained with different 
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initial weight matrices may be created. This approach, when 
applied to the S70 data Set and the 8-feature Set above, gave 
the average accuracy of about 55% with the following 
distribution for emotional categories: normal State is 
40-50%, happiness is 55-65%, anger is 60-80%, sadness is 
60-70%, and fear is 20-40%. 
0.138 For the second approach, ensembles of classifiers 
are used. An ensemble consists of an odd number of neural 
network classifiers, which have been trained on different 
Subsets of the training Set using the bootstrap aggregation 
and croSS-Validated committees techniques. The ensemble 
makes decisions based on the majority Voting principle. 
Suggested ensemble sizes are from 7 to 15. 
0.139 FIG. 3 shows the average accuracy of recognition 
for an S70 data set, all three sets of features, and both neural 
network architectures (10 and 20 neurons in the hidden 
layer). It can be seen that the accuracy for happiness stays 
the same (~68%) for the different sets of features and 
architectures. The accuracy for fear is rather low (15-25%). 
The accuracy for anger is relatively low (40-45%) for the 
8-feature set and improves dramatically (65%) for the 
14-feature Set. But the accuracy for Sadness is higher for the 
8-feature Set than for the other Sets. The average accuracy is 
about 55%. The low accuracy for fear confirms the theo 
retical result which says that if the individual classifiers 
make uncorrelated errors are rates exceeding 0.5 (it is 
0.6-0.8 in our case) then the error rate of the voted ensemble 
increases. 

0140 FIG. 4 shows results for an s80 data set. It is seen 
that the accuracy for normal state is low (20-30%). The 
accuracy for fear changes dramatically from 11% for the 
8-feature set and 10-neuron architecture to 53% for the 
10-feature and 10-neuron architecture. The accuracy for 
happiness, anger and Sadness is relatively high (68-83%) 
The average accuracy (-61%) is higher than for the s70 data 
Set. 

0141 FIG. 5 shows results for ans90 data set. We can see 
that the accuracy for fear is higher (25-60%) but it follows 
the same pattern shown for the s80 data set. The accuracy for 
sadness and anger is very high: 75-100% for anger and 
88-93% for sadness. The average accuracy (62%) is approxi 
mately equal to the average accuracy for the S80 data Set. 

0.142 FIG. 6 illustrates an embodiment of the present 
invention that detects emotion using Statistics. First, a data 
base is provided in operation 600. The database has statistics 
including Statistics of human associations of Voice param 
eters with emotions, Such as those shown in the tables above 
and FIGS. 3 through 5. Further, the database may include 
a Series of Voice pitches associated with fear and another 
Series of Voice pitches associated with happiness and a range 
of error for certain pitches. Next, a voice Signal is received 
in operation 602. In operation 604, one or more features are 
extracted from the Voice Signal. See the Feature extraction 
Section above for more details on extracting features from a 
Voice Signal. Then, in operation 606, the extracted Voice 
feature is compared to the Voice parameters in the database. 
In operation 608, an emotion is selected from the database 
based on the comparison of the extracted Voice feature to the 
Voice parameters. This can include, for example, comparing 
digitized Speech Samples from the database with a digitized 
Sample of the feature extracted from the Voice Signal to 
create a list of probable emotions and then using algorithms 
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to take into account Statistics of the accuracy of humans in 
recognizing the emotion to make a final determination of the 
most probable emotion. The selected emotion is finally 
output in operation 610. Refer to the section entitled Exem 
plary Apparatuses for Detecting Emotion in Voice Signals, 
below, for computerized mechanisms to perform emotion 
recognition in Speech. 
0143. In one aspect of the present invention, the database 
includes probabilities of particular voice features being 
associated with an emotion. Preferably, the selection of the 
emotion from the database includes analyzing the probabili 
ties and Selecting the most probable emotion based on the 
probabilities. Optionally, the probabilities of the database 
may include performance confusion Statistics, Such as are 
shown in the Performance Confusion Matrix above. Also 
optionally, the Statistics in the database may include Self 
recognition Statistics, Such as shown in the Tables above. 
0144. In another aspect of the present invention, the 
feature that is extracted includes a maximum value of a 
fundamental frequency, a Standard deviation of the funda 
mental frequency, a range of the fundamental frequency, a 
mean of the fundamental frequency, a mean of a bandwidth 
of a first formant, a mean of a bandwidth of a Second 
formant, a Standard deviation of energy, a Speaking rate, a 
Slope of the fundamental frequency, a maximum value of the 
first formant, a maximum value of the energy, a range of the 
energy, a range of the Second formant, and/or a range of the 
first formant. 

0145 FIG. 7 is a flow chart illustrating a method for 
detecting nervousness in a Voice in a busineSS environment 
to help prevent fraud. First, in operation 700, voice signals 
are received from a perSon during a business event. For 
example, the Voice Signals may be created by a microphone 
in the proximity of the perSon, may be captured from a 
telephone tap, etc. The Voice Signals are analyzed during the 
business event in operation 702 to determine a level of 
nervousness of the perSon. The Voice Signals may be ana 
lyzed as set forth above. In operation 704, an indication of 
the level of nervousness is output, preferably before the 
business event is completed So that one attempting to 
prevent fraud can make an assessment whether to confront 
the perSon before the perSon leaves. Any kind of output is 
acceptable, including paper printout or a display on a 
computer Screen. It is to be understood that this embodiment 
of the invention may detect emotions other than nervous 
neSS. Such emotions include StreSS and any other emotion 
common to a perSon when committing fraud. 
0146 This embodiment of the present invention has 
particular application in busineSS areas Such as contract 
negotiation, insurance dealings, customer Service, etc. Fraud 
in these areas cost companies millions each year. Fortu 
nately, the present invention provides a tool to help combat 
such fraud. It should also be noted that the present invention 
has applications in the law enforcement arena as well as in 
a courtroom environment, etc. 
0147 Preferably, a degree of certainty as to the level of 
nervousness of the perSon is output to assist one Searching 
for fraud in making a determination as to whether the perSon 
was speaking fraudulently. This may be based on Statistics as 
set forth above in the embodiment of the present invention 
with reference to FIG. 6. Optionally, the indication of the 
level of nervousness of the perSon may be output in real time 
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to allow one Seeking to prevent fraud to obtain results very 
quickly So he or she is able to challenge the perSon Soon after 
the perSon makes a Suspicious utterance. 
0.148. As another option, the indication of the level of 
nervousness may include an alarm that is Set off when the 
level of nervousness goes above a predetermined level. The 
alarm may include a visual notification on a computer 
display, an auditory Sound, etc. to alert an overseer, the 
listener, and/or one Searching for fraud. The alarm could also 
be connected to a recording device which would begin 
recording the conversation when the alarm was set off, if the 
conversation is not already being recorded. 
014.9 The alarm options would be particularly useful in 
a situation where there are many perSons taking turns 
Speaking. One example would be in a customer Service 
department or on the telephone to a customer Service rep 
resentative. AS each customer takes a turn to speak to a 
customer Service representative, the present invention would 
detect the level of nervousness in the customer's Speech. If 
the alarm was Set off because the level of nervousness of a 
customer crossed the predetermined level, the customer 
Service representative could be notified by a visual indicator 
on his or her computer Screen, a flashing light, etc. The 
customer Service representative, now aware of the possible 
fraud, could then Seek to expose the fraud if any exists. The 
alarm could also be used to notify a manager as well. 
Further, recording of the conversation could begin upon the 
alarm being activated. In one embodiment of the present 
invention, at least one feature of the Voice Signals is 
extracted and used to determine the level of nervousness of 
the perSon. Features that may be extracted include a maxi 
mum value of a fundamental frequency, a Standard deviation 
of the fundamental frequency, a range of the fundamental 
frequency, a mean of the fundamental frequency, a mean of 
a bandwidth of a first formant, a mean of a bandwidth of a 
Second formant, a Standard deviation of energy, a Speaking 
rate, a slope of the fundamental frequency, a maximum value 
of the first formant, a maximum value of the energy, a range 
of the energy, a range of the Second formant, and a range of 
the first formant. Thus, for example, a degree of wavering in 
the tone of the Voice, as determined from readings of the 
fundamental frequency, can be used to help determine a 
level of nervousness. The greater the degree of wavering, the 
higher the level of nervousness. Pauses in the perSon's 
Speech may also be taken into account. 
0150. The following section describes apparatuses that 
may be used to determine emotion, including nervousness, 
in Voice signals. 

Exemplary Apparatuses For Detecting Emotion in 
Voice Signals 

0151. This section describes several apparatuses for ana 
lyzing speech in accordance with the present invention. 
0152 One embodiment of the present invention includes 
an apparatus for analyzing a perSon's Speech to determine 
their emotional State. The analyzer operates on the real time 
frequency or pitch components within the first formant band 
of human speech. In analyzing the Speech, the apparatus 
analyses certain value occurrence patterns in terms of dif 
ferential first formant pitch, rate of change of pitch, duration 
and time distribution patterns. These factorS relate in a 
complex but very fundamental way to both transient and 
long term emotional States. 
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0153. Human speech is initiated by two basic sound 
generating mechanisms. The Vocal cords; thin Stretched 
membranes under muscle control, oscillate when expelled 
air from the lungs passes through them. They produce a 
characteristic “buzz' Sound at a fundamental frequency 
between 80 Hz and 240 Hz. This frequency is varied over a 
moderate range by both conscious and unconscious muscle 
contraction and relaxation. The wave form of the fundamen 
tal “buzz contains many harmonics, Some of which excite 
resonance is various fixed and variable cavities associated 
with the Vocal tract. The Second basic Sound generated 
during Speech is a pseudo-random noise having a fairly 
broad and uniform frequency distribution. It is caused by 
turbulence as expelled air moves through the Vocal tract and 
is called a "hiss' Sound. It is modulated, for the most part, 
by tongue movements and also excites the fixed and variable 
cavities. It is this complex mixture of “buzz” and “hiss' 
Sounds, shaped and articulated by the resonant cavities, 
which produces Speech. 
0154) In an energy distribution analysis of speech sounds, 

it will be found that the energy falls into distinct frequency 
bands called formants. There are three Significant formants. 
The system described here utilizes the first formant band 
which extends from the fundamental “buzz' frequency to 
approximately 1000 Hz. This band has not only the highest 
energy content but reflects a high degree of frequency 
modulation as a function of various vocal tract and facial 
muscle tension variations. 

O155 In effect, by analyzing certain first formant fre 
quency distribution patterns, a qualitative measure of speech 
related muscle tension variations and interactions is per 
formed. Since these muscles are predominantly biased and 
articulated through Secondary unconscious processes which 
are in turn influenced by emotional State, a relative measure 
of emotional activity can be determined independent of a 
perSon's awareneSS or lack of awareness of that State. 
Research also bears out a general Supposition that Since the 
mechanisms of Speech are exceedingly complex and largely 
autonomous, Very few people are able to consciously 
“project a fictitious emotional State. In fact, an attempt to do 
So usually generates its own unique psychological StreSS 
"fingerprint” in the Voice pattern. 
0156 Because of the characteristics of the first formant 
Speech Sounds, the present invention analyses an FM 
demodulated first formant speech Signal and produces an 
output indicative of nulls thereof. 
O157 The frequency or number of nulls or “flat” spots in 
the FM demodulated signal, the length of the nulls and the 
ratio of the total time that nulls exist during a word period 
to the overall time of the word period are all indicative of the 
emotional State of the individual. By looking at the output of 
the device, the user can See or feel the occurrence of the nulls 
and thus can determine by observing the output the number 
or frequency of nulls, the length of the nulls and the ratio of 
the total time nulls exist during a word period to the length 
of the word period, the emotional state of the individual. 
0158. In the present invention, the first formant frequency 
band of a speech signal is FM demodulated and the FM 
demodulated Signal is applied to a word detector circuit 
which detects the presence of an FM demodulated Signal. 
The FM demodulated signal is also applied to a null detector 
means which detects the nulls in the FM demodulated signal 
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and produces an output indicative thereof. An output circuit 
is coupled to the word detector and to the null detector. The 
output circuit is enabled by the word detector when the word 
detector detects the presence of an FM demodulated Signal, 
and the output circuit produces an output indicative of the 
presence or non-presence of a null in the FM demodulated 
Signal. The output of the output circuit is displayed in a 
manner in which it can be perceived by a user So that the user 
is provided with an indication of the existence of nulls in the 
FM demodulated signal. The user of the device thus moni 
tors the nulls and can thereby determine the emotional State 
of the individual whose Speech is being analyzed. 
0159. In another embodiment of the present invention, 
the voice vibrato is analyzed. The so-called voice vibrato has 
been established as a Semi-voluntary response which might 
be of value in Studying deception along with certain other 
reactions, Such as respiration Volume; inspiration-expiration 
ratios, metabolic rate; regularity and rate of respiration; 
asSociation of words and ideas, facial expressions, motor 
reactions, and reactions to certain narcotics; however, no 
uSeable technique has been developed previously which 
permits a valid and reliable analysis of Voice changes in the 
clinical determination of a Subject's emotional State, opin 
ions, or attempts to deceive. 
01.60 Early experiments involving attempts to correlate 
Voice quality changes with emotional Stimuli have estab 
lished that human Speech is affected by Strong emotion. 
Detectable changes in the Voice occur much more rapidly, 
following StreSS Stimulation, than do the classic indications 
of physiological manifestations resulting from the function 
ing of the autonomic nervous System. 
0.161 Two types of voice change as a result of stress. The 

first of these is referred to as the groSS change which usually 
occurs only as a result of a Substantially stressful situation. 
This change manifests itself in audible perceptible changes 
in Speaking rate, Volume, Voice tremor, change in Spacing 
between Syllables, and a change in the fundamental pitch or 
frequency of the Voice. This grOSS change is Subject to 
conscious control, at least in Some Subjects, when the StreSS 
level is below that of a total loss of control. 

0162 The second type of voice change is that of voice 
quality. This type of change is not discernible to the human 
ear, but is an apparently unconscious manifestation of the 
Slight tensing of the Vocal cords under even minor StreSS, 
resulting in a dampening of Selected frequency variations. 
When graphically portrayed, the difference is readily dis 
cernible between unstressed or normal Vocalization and 
Vocalization under mild StreSS, attempts to deceive, or 
adverse attitudes. These patterns have held true over a wide 
range of human Voices of both Sexes, various ages, and 
under various situational conditions. This Second type of 
change is not Subject to conscious control. 
0163 There are two types of Sound produced by the 
human Vocal anatomy. The first type of Sound is a product 
of the vibration of the vocal cords, which, in turn, is a 
product of partially closing the glottis and forcing air 
through the glottis by contraction of the lung cavity and the 
lungs. The frequencies of these vibrations can vary generally 
between 100 and 300 Hertz, depending upon the sex and age 
of the Speaker and upon the intonations the Speaker applies. 
This Sound has a rapid decay time. 
0164. The second type of Sound involves the formant 
frequencies. This constitutes Sound which results from the 
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resonance of the cavities in the head, including the throat, 
the mouth, the nose and the Sinus cavities. This Sound is 
created by excitation of the resonant cavities by a Sound 
Source of lower frequencies, in the case of the Vocalized 
Sound produced by the Vocal cords, or by the partial restric 
tion of the passage of air from the lungs, as in the case of 
unvoiced fricatives. Whichever the excitation Source, the 
frequency of the formant is determined by the resonant 
frequency of the cavity involved. The formant frequencies 
appear generally about 800 Hertz and appear in distinct 
frequency bands which correspond to the resonant frequency 
of the individual cavities. The first, or lowest, formant is that 
created by the mouth and throat cavities and is notable for 
its frequency shift as the mouth changes its dimensions and 
Volume in the formation of various Sounds, particularly 
Vowel Sounds. The highest formant frequencies are more 
constant because of the more constant Volume of the cavi 
ties. The formant wave forms are ringing Signals, as opposed 
to the rapid decay signals of the Vocal cords. When Voiced 
Sounds are uttered, the Voice wave forms are imposed upon 
the formant wave forms as amplitude modulations. 
0.165. It has been discovered that a third signal category 
exists in the human Voice and that this third Signal category 
is related to the Second type of Voice change discussed 
above. This is an infrasonic, or SubSonic, frequency modu 
lation which is present, in Some degree, in both the Vocal 
cord Sounds and in the formant Sounds. This signal is 
typically between 8 and 12 Hertz. Accordingly, it is not 
audible to the human ear. Because of the fact that this 
characteristic constitutes frequency modulation, as distin 
guished from amplitude modulation, it is not directly dis 
cernible on time-base/amplitude chart recordings. Because 
of the fact that this infrasonic Signal is one of the more 
Significant voice indicators of psychological StreSS, it will be 
dealt with in greater detail. 
0166 There are in existence several analogies which are 
used to provide Schematic representations of the entire Voice 
process. Both mechanical and electronic analogies are Suc 
cessfully employed, for example, in the design of computer 
Voices. These analogies, however, consider the Voiced Sound 
Source (vocal cords) and the walls of the cavities as hard and 
constant features. However, both the vocal cords and the 
walls of the major formant-producing cavities constitute, in 
reality, flexible tissue which is immediately responsive to the 
complex array of muscles which provide control of the 
tissue. Those muscles which control the Vocal cords through 
the mechanical linkage of bone and cartilage allow both the 
purposeful and automatic production of Voice Sound and 
variation of voice pitch by an individual. Similarly, those 
muscles which control the tongue, lipS and throat allow both 
the purposeful and the automatic control of the first formant 
frequencies. Other formants can be affected Similarly to a 
more limited degree. 
0167. It is worthy of note that, during normal speech, 
these muscles are performing at a Small percentage of their 
total work capability. For this reason, in Spite of their being 
employed to change the position of the Vocal cords and the 
positions of the lips, tongue, and inner throat walls, the 
muscles remain in a relatively relaxed State. It has been 
determined that during this relatively relaxed State a natural 
muscular undulation occurs typically at the 8-12 Hertz 
frequency previously mentioned. This undulation causes a 
Slight variation in the tension of the Vocal cords and causes 
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shifts in the basic pitch frequency of the Voice. Also, the 
undulation varies slightly the Volume of the resonant cavity 
(particularly that associated with the first formant) and the 
elasticity of the cavity walls to cause shifts in the formant 
frequencies. These shifts about a central frequency consti 
tute a frequency modulation of the central or carrier fre 
quency. 

0.168. It is important to note that neither of the shifts in 
the basic pitch frequency of the Voice or in the formant 
frequencies is detectable directly by a listener, partly 
because the shifts are very Small and partly because they 
exist primarily in the inaudible frequency range previously 
mentioned. 

0169. In order to observe this frequency modulation any 
one of Several existing techniques for the demodulation of 
frequency modulation can be employed, bearing in mind, of 
course, that the modulation frequency is the nominal 8-12 
Hertz and the carrier is one of the bands within the voice 
Spectrum. 

0170 In order to more fully understand the above dis 
cussion, the concept of a “center of mass” of this wave form 
must be understood. It is possible to approximately deter 
mine the midpoint between the two extremes of any Single 
excursion of the recording pen. If the midpoints between 
extremes of all excursions are marked and if those midpoints 
are then approximately joined by a continuous curve, it will 
be seen that a line approximating an average or “center of 
mass” of the entire wave form will result. Joining all such 
marks, with Some Smoothing, results in a smooth curved 
line. The line represents the infrasonic frequency modula 
tion resulting from the undulations previously described. 

0171 AS mentioned above, it has been determined that 
the array of muscles associated with the Vocal cords and 
cavity walls is Subject to mild muscular tension when slight 
to moderate psychological StreSS is created in the individual 
examination. This tension, indiscernible to the Subject and 
similarly indiscernible by normal unaided observation tech 
niques to the examiner, is Sufficient to decrease or virtually 
eliminate the muscular undulations present in the unstressed 
Subject, thereby removing the basis for the carrier frequency 
variations which produce the infrasonic frequency modula 
tions. 

0172 While the use of the infrasonic wave form is unique 
to the technique of employing voice as the physiological 
medium for psychological StreSS evaluation, the Voice does 
provide for additional instrumented indications of aurally 
indiscernible physiological changes as a result of psycho 
logical StreSS, which physiological changes are similarly 
detectable by techniques and devices in current use. Of the 
four most often used physiological changes previously men 
tioned (brain wave patterns, heart activity, skin conductivity 
and breathing activity) two of these, breathing activity and 
heart activity, directly and indirectly affect the amplitude and 
the detail of an oral utterance wave form and provide the 
basis for a more groSS evaluation of psychological StreSS, 
particularly when the testing involves Sequential Vocal 
responses. 

0173 Another apparatus is shown in FIG. 8. As shown, 
a transducer 800 converts the Sound waves of the oral 
utterances of the Subject into electrical Signals wherefrom 
they are connected to the input of an audio amplifier 802 
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which is Simply for the purpose of increasing the power of 
electrical signals to a more stable, usable level. The output 
of amplifier 802 is connected to a filter 804 which is 
primarily for the purpose of eliminating Some undesired low 
frequency components and noise components. 
0.174. After filtering, the signal is connected to an FM 
discriminator 806 wherein the frequency deviations from the 
center frequency are converted into Signals which vary in 
amplitude. The amplitude varying Signals are then detected 
in a detector circuit 808 for the purpose of rectifying the 
Signal and producing a signal which constitutes a Series of 
half wave pulses. After detection, the Signal is connected to 
an integrator circuit 810 wherein the Signal is integrated to 
the desired degree. In circuit 810, the signal is either 
integrated to a very Small extent, producing a wave form, or 
is integrated to a greater degree, producing a signal. After 
integration, the Signal is amplified in an amplifier 812 and 
connected to a processor 814 which determines the emotion 
asSociated with the Voice Signal. An output device 816 Such 
as a computer Screen or printer is used to output the detected 
emotion. Optionally, Statistical data may be output as well. 
0.175. A somewhat simpler embodiment of an apparatus 
for producing visible records in accordance with the inven 
tion is shown in FIG. 9 wherein the acoustic signals are 
transduced by a microphone 900 into electrical signals 
which are magnetically recorded in a tape recording device 
902. The signals can then be processed through the remain 
ing equipment at various Speeds and at any time, the 
play-back being connected to a conventional Semiconductor 
diode 904 which rectifies the signals. The rectified signals 
are connected to the input of a conventional amplifier 906 
and also to the movable contact of a Selector Switch indi 
cated generally at 908. The movable contact of switch 908 
can be moved to any one of a plurality of fixed contacts, each 
of which is connected to a capacitor. In FIG. 9 is shown a 
selection of four capacitors 910, 912, 914 and 916, each 
having one terminal connected to a fixed contact of the 
Switch and the other terminal connected to ground. The 
output of amplifier 906 is connected to a processor 918. 
0176). A tape recorder that may be used in this particular 
assembly of equipment was a Uher model 4000 four-speed 
tape unit having its own internal amplifier. The values of 
capacitors 910-916 were 0.5, 3, 10 and 50 microfarads, 
respectively, and the input impedance of amplifier 906 was 
approximately 10,000 ohms. As will be recognized, various 
other components could be, or could have been, used in this 
apparatuS. 

0177. In the operation of the circuit of FIG. 9, the 
rectified wave form emerging through diode 904 is inte 
grated to the desired degree, the time constant being Selected 
So that the effect of the frequency modulated infrasonic wave 
appears as a slowly varying DC level which approximately 
follows the line representing the “center of mass” of the 
waveform. The excursions shown in that particular diagram 
are relatively rapid, indicating that the Switch was connected 
to one of the lower value capacitors. In this embodiment 
composite filtering is accomplished by the capacitor 910, 
912, 914 or 916, and, in the case of the playback speed 
reduction, the tape recorder. 

Telephonic Operation with Operator Feedback 
0178 FIG. 10 illustrates one embodiment of the present 
invention that monitors emotions in Voice Signals and pro 
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vides operator feedback based on the detected emotions. 
First, a voice signal representative of a component of a 
conversation between at least two Subjects is received in 
operation 1000. In operation 1002, an emotion associated 
with the Voice Signal is determined. Finally, in operation 
1004, feedback is provided to a third party based on the 
determined emotion. 

0179 The conversation may be carried out over a tele 
communications network, as well as a wide area network 
Such as the internet when used with internet telephony. AS an 
10 option, the emotions are Screened and feedback is pro 
Vided only if the emotion is determined to be a negative 
emotion Selected from the group of negative emotions 
consisting of anger, Sadness, and fear. The same could be 
done with positive or neutral emotion groups. The emotion 
may be determined by extracting a feature from the Voice 
Signal, as previously described in detail. 
0180. The present invention is particularly Suited to 
operation in conjunction with an emergency response Sys 
tem, Such as the 911 System. In Such System, incoming calls 
could be monitored by the present invention. An emotion of 
the caller would be determined during the caller's conver 
sation with the technician who answered the call. The 
emotion could then be Sent via radio waves, for example, to 
the emergency response team, i.e., police, fire, and/or ambu 
lance perSonnel, So that they are aware of the emotional State 
of the caller. 

0181. In another scenario, one of the subjects is a cus 
tomer, another of the Subjects is an employee Such as one 
employed by a call center or customer Service department, 
and the third party is a manager. The present invention 
would monitor the conversation between the customer and 
the employee to determine whether the customer and/or the 
employee are becoming upset, for example. When negative 
emotions are detected, feedback is sent to the manager, who 
can assess the situation and intervene if necessary. 

Improving Emotion Recognition 

0182 FIG. 11 illustrates an embodiment of the present 
invention that compares user VS. computer emotion detec 
tion of Voice Signals to improve emotion recognition of 
either the invention, a user, or both. First, in operation 1100, 
a voice Signal and an emotion associated with the Voice 
Signal are provided. The emotion associated with the Voice 
Signal is automatically determined in operation 1102 in a 
manner Set forth above. The automatically determined emo 
tion is Stored in operation 1104, Such as on a computer 
readable medium. In operation 1106, a user-determined 
emotion associated with the Voice Signal determined by a 
user is received. The automatically determined emotion is 
compared with the user determined emotion in operation 
1108. 

0183 The voice signal may be emitted from or received 
by the present invention. Optionally, the emotion associated 
with the Voice Signal is identified upon the emotion being 
provided. In such case, it should be determined whether the 
automatically determined emotion or the user-determined 
emotion matches the identified emotion. The user may be 
awarded a prize upon the user-determined emotion matching 
the identified emotion. Further, the emotion may be auto 
matically determined by extracting at least one feature from 
the Voice Signals, Such as in a manner discussed above. 
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0184. To assist a user in recognizing emotion, an emotion 
recognition game can be played in accordance with one 
embodiment of the present invention. The game could allow 
a user to compete against the computer or another person to 
See who can best recognize emotion in recorded speech. One 
practical application of the game is to help autistic people in 
developing better emotional skills at recognizing emotion in 
Speech. 

0185. In accordance with one embodiment of the present 
invention, an apparatus may be used to create data about 
Voice Signals that can be used to improve emotion recogni 
tion. In Such an embodiment, the apparatus accepts Vocal 
Sound through a transducer Such as a microphone or Sound 
recorder. The physical Sound wave, having been transduced 
into electrical Signals are applied in parallel to a typical, 
commercially available bank of electronic filters covering 
the audio frequency range. Setting the center frequency of 
the lowest filter to any value that passes the electrical energy 
representation of the Vocal Signal amplitude that includes the 
lowest Vocal frequency signal establishes the center values 
of all Subsequent filters up to the last one passing the 
energy-generally between 8 kHz to 16 kHz or between 10 
kHz and 20 kHz, and also determine the exact number of 
such filters. The specific value of the first filter's center 
frequency is not significant, So long as the lowest tones of 
the human Voice is captured, approximately 70 Hz. ESSen 
tially any commercially available bank is applicable if it can 
be interfaced to any commercially available digitizer and 
then microcomputer. The Specification Section describes a 
Specific set of center frequencies and microprocessor in the 
preferred embodiment. The filter quality is also not particu 
larly significant because a refinement algorithm disclosed in 
the Specification brings any average quality Set of filters into 
acceptable frequency and amplitude values. The ratio /3, of 
course, defines the band width of all the filters once the 
center frequencies are calculated. 
0186 Following this segmentation process with filters, 
the filter output voltages are digitized by a commercially 
available Set of digitizers or preferably multiplexer and 
digitizer, on in the case of the disclosed preferred embodi 
ment, a digitizer built into the same identified commercially 
available filter bank, to eliminate interfacing logic and 
hardware. Again quality of digitizer in terms of Speed of 
conversion or discrimination is not significant because aver 
age presently available commercial units exceed the require 
ments needed here, due to a correcting algorithm (see 
Specifications) and the low Sample rate necessary. 
0187. Any complex sound that is carrying constantly 
changing information can be approximated with a reduction 
of bits of information by capturing the frequency and 
amplitude of peaks of the Signal. This, of course, is old 
knowledge, as is performing Such an operation on Speech 
Signals. However, in Speech research, Several Specific 
regions where Such peaks often occur have been labeled 
“formant regions. However, these region approximations 
do not always coincide with each Speaker's peaks under all 
circumstances. Speech researchers and the prior inventive 
art, tend to go to great effort to measure and name “legiti 
mate” peaks as those that fall within the typical formant 
frequency regions, as if their definition did not involve 
estimates, but rather absoluteness. This has caused numer 
ous research and formant measuring devices to artificially 
exclude pertinent peaks needed to adequately represent a 
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complex, highly variable Sound wave in real time. Since the 
present disclosure is designed to be Suitable for animal vocal 
Sounds as well as all human languages, artificial restrictions 
Such as formants, are not of interest and the Sound wave is 
treated as a complex, varying Sound wave which can analyze 
any Such Sound. 
0188 In order to normalize and simplify peak identifi 
cation, regardless of variation in filter band width, quality 
and digitizer discrimination, the actual values Stored for 
amplitude and frequency are “representative values'. This is 
So that the broadness of upper frequency filters is numeri 
cally similar to lower frequency filter band width. Each filter 
is simply given consecutive values from 1 to 25, and a Soft 
to loud Sound is scaled from 1 to 40, for ease of CRT Screen 
display. A correction on the frequency representation values 
is accomplished by adjusting the number of the filter to a 
higher decimal value toward the next integer value, if the 
filter output to the right of the peak filter has a greater 
amplitude than the filter output on the left of the peak filter. 
The details of a preferred embodiment of this algorithm is 
described in the Specifications of this disclosure. This cor 
rection proceSS must occur prior to the compression process, 
while all filter amplitude values are available. 
0189 Rather than slowing down the sampling rate, the 
preferred embodiment stores all filter amplitude values for 
10 to 15 samples per second for an approximate 10 to 15 
Second Speech Sample before this correction and compres 
Sion process. If computer memory space is more critical than 
Sweep Speed, the corrections and compression should occur 
between each Sweep eliminating the need for a large data 
Storage memory. Since most common commercially avail 
able, averaged price mini-computers have Sufficient 
memory, the preferred and herein disclosed embodiment 
Saves all data and afterwards processes the data. 
0.190 Most vocal animal signals of interest including 
human contain one largest amplitude peak not likely on 
either end of the frequency domain. This peak can be 
determined by any Simple and common numerical Sorting 
algorithm as is done in this invention. The amplitude and 
frequency representative values are then placed in the num 
ber three of Six memory location Sets for holding the 
amplitudes and frequencies of Six peaks. 
0191 The highest frequency peak above 8 kHz is placed 
in memory location number six and labeled high frequency 
peak. The lowest peak is placed in the first Set of memory 
locations. The other three are chosen from peaks between 
these. Following this compression function, the Vocal Signal 
is represented by an amplitude and frequency representative 
value from each of Six peaks, plus a total energy amplitude 
from the total Signal unfiltered for, Say, ten times per Second, 
for a ten second sample. This provides a total of 1300 values. 
0.192 The algorithms allow for variations in sample 
length in case the operator overrides the Sample length 
Switch with the override off-switch to prevent continuation 
during an unexpected noise interruption. The algorithms do 
this by using averages not significantly Sensitive to changes 
in Sample number beyond four or five Seconds of Sound 
Signal. The reason for a larger Speech Sample, if possible, is 
to capture the Speaker's average “style” of Speech, typically 
evident within 10 to 15 seconds. 

0193 The output of this compression function is fed to 
the element assembly and Storage algorithm which assem 



US 2002/0002464 A1 

blies (a) four voice quality values to be described below; (b) 
a sound “pause” or on-to-off ratio; (c) “variability’-the 
difference between each peak's amplitude for the present 
Sweep and that of the last Sweep; differences between each 
peaks frequency number for the present Sweep and that of 
the last Sweep; and difference between the total unfiltered 
energy of the present Sweep and that of the last Sweep; (d) 
a “syllable change approximation” by obtaining the ratio of 
times that the Second peak changes greater than 0.4 between 
Sweeps to the total number of Sweeps with Sound; and (e) 
“high frequency analysis’-the ratio of the number of 
Sound-on Sweeps that contain a non-Zero value in this peak 
for the number six peak amplitude. This is a total of 20 
elements available per Sweep. These are then passed to the 
dimension assembly algorithm. 

0194 The four voice quality values used as elements are 
(1) The “spread” the sample mean of all the Sweeps 
differences between their average of the frequency repre 
Sentative values above the maximum amplitude peak and the 
average of those below, (2) The “balance"-the sample 
means of all the Sweeps average amplitude values of peaks 
4.5 & 6 divided by the average of peaks 1 & 2. (3) “envelope 
flatness high-the Sample mean of all the Sweeps averages 
of their amplitudes above the largest peak divided by the 
largest peak, (4) “envelope flatness low-the sample mean 
of all the Sweeps averages of their amplitudes below the 
largest peak divided by the largest peak. 

0.195 The voice-style dimensions are labeled “reso 
nance' and “quality', and are assembled by an algorithm 
involving a coefficient matrix operating on Selected ele 
mentS. 

0196. The “speech-style” dimensions are labeled “vari 
ability-monotone”, “choppy-Smooth”, “staccato-Sustain', 
“attack-soft”, “affectivity-control”. These five dimensions, 
with names pertaining to each end of each dimension, are 
measured and assembled by an algorithm involving a coef 
ficient matrix operating on 15 of the 20 Sound elements, 
detailed in Table 6 and the Specification Section. 
0197) The perceptual-style dimensions are labeled “eco 
structure”, “invariant sensitivity”, “other-self, “sensory 
internal”, “hate-love”, “independence-dependency” and 
“emotional-physical'. These Seven perceptual dimensions 
with names relating to the end areas of the dimensions, are 
measured and assembled by an algorithm involving a coef 
ficient matrix and operating on Selected Sound elements of 
voice and speech (detailed in Table 7) and the specification 
Section. 

0198 A commercially available, typical computer key 
board or keypad allows the user of the present disclosure to 
alter any and all coefficients for redefinition of any 
assembled Speech, Voice or perceptual dimension for 
research purposes. Selection Switches allow any or all ele 
ment or dimension values to be displayed for a given 
Subject's vocal Sample. The digital processor controls the 
analog-to-digital conversion of the Sound Signal and also 
controls the reassembly of the Vocal Sound elements into 
numerical values of the Voice and Speech, perceptual dimen 
SOS. 

0199 The microcomputer also coordinates the keypad 
inputs of the operator and the Selected output display of 
values, and coefficient matrix choice to interact with the 
algorithms assembling the Voice, Speech and perceptual 
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dimensions. The output Selection Switch Simply directs the 
output to any or all output jacks Suitable for feeding the 
Signal to typical commercially available monitors, modems, 
printers or by default to a light-emitting, on-board readout 
array. 

0200. By evolving group profile standards using this 
invention, a researcher can list findings in publications by 
occupations, dysfunctions, tasks, hobby interests, cultures, 
languages, Sex, age, animal Species, etc. Or, the user may 
compare his/her values to those published by others or to 
those built into the machine. 

0201 Referring now to FIG. 12 of the drawings, a vocal 
utterance is introduced into the Vocal Sound analyzer 
through a microphone 1210, and through a microphone 
amplifier 1211 for Signal amplification, or from taped input 
through tape inputjack 1212 for use of a pre-recorded vocal 
utterance input. An input level control 1213 adjusts the Vocal 
signal level to the filter driver amplifier 1214. The filter 
driver amplifier 1214 amplifies the Signal and applies the 
signal to V.U. meter 1215 for measuring the correct oper 
ating Signal level. 

0202) The Sweep rate per second and the number of 
Sweeps per Sample is controlled by the operator with the 
Sweep rate and Sample time Switch 1216. The operator Starts 
Sampling with the Sample Start Switch and Stop override 
1217. The override feature allows the operator to manually 
override the Set Sampling time, and Stop Sampling, to prevent 
contaminating a Sample with unexpected Sound interference, 
including Simultaneous Speakers. This Switch also, connects 
and disconnects the microprocessor's power Supply to stan 
dard 110 volt electrical input prongs. 
0203) The output of the filter driver amplifier 1214 is also 
applied to a commercially available microprocessor-con 
trolled filter bank and digitizer 1218, which segments the 
electrical signal into /3 Octave regions over the audio fre 
quency range for the organism being Sampled and digitizes 
the Voltage output of each filter. In a specific working 
embodiment of the invention, 25/3 octave filters of an 
Eventide spectrum analyzer with filter center frequencies 
ranging from 63 HZ to 16,000 HZ. Also utilized was an 
AKAI microphone and tape recorder with built in amplifier 
as the input into the filter bank and digitizer 1218. The 
number of Sweeps per Second that the filter bank utilizes is 
approximately ten Sweeps per Second. Other microproces 
Sor-controlled filter banks and digitizers may operate at 
different Speeds. 
0204 Any one of several commercially available micro 
processors is Suitable to control the aforementioned filter 
bank and digitizer. 
0205 As with any complex sound, amplitude across the 
audio frequency range for a "time Slice' 0.1 of a Second will 
not be constant or flat, rather there will be peaks and Valleys. 
The frequency representative values of the peaks of this 
Signal, 1219, are made more accurate by noting the ampli 
tude values on each Side of the peaks and adjusting the peak 
values toward the adjacent filter value having the greater 
amplitude. This is done because, as is characteristic of 
adjacent /3 octave filters, energy at a given frequency Spills 
over into adjacent filters to Some extent, depending on the 
cut-off qualities of the filters. In order to minimize this 
effect, the frequency of a peak filter is assumed to be the 
center frequency only if the two adjacent filters have ampli 
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tudes within 10% of their average. To guarantee discreet, 
equally spaced, Small values for linearizing and normalizing 
the values representing the unequal frequency intervals, 
each of the 25 filters are given number values 1 through 25 
and these numbers are used throughout the remainder of the 
processing. This way the 3,500 HZ difference between filters 
24 and 25 becomes a value of 1, which in turn is also equal 
to the 17 HZ difference between the first and second filter. 

0206 To prevent more than five sub-divisions of each 
filter number and to continue to maintain equal valued Steps 
between each sub-division of the 1 to 25 filter numbers, they 
are divided into 0.2 steps and are further assigned as follows. 
If the amplitude difference of the two adjacent filters to a 
peak filter is greater than 30% of their average, then the peak 
filter's number is assumed to be nearer to the half-way point 
to the next filter number than it is of the peak filter. This 
would cause the filter number of a peak filter, say filter 
number 6.0, to be increased to 6.4 or decreased to 5.6, if the 
bigger adjacent filter represents a higher, or lower frequency, 
respectively. All other filter values, of peak filters, are 
automatically given the value of its filter number +0.2 and 
-0.2 if the greater of the adjacent filter amplitudes represents 
a higher or lower frequency respectively. 

0207. The segmented and digitally represented vocal 
utterance Signal 1219, after the aforementioned frequency 
correction 1220, is compressed to Save memory Storage by 
discarding all but Six amplitude peaks. The inventor found 
that six peaks were Sufficient to capture the Style character 
istics, So long as the following characteristics are observed. 
At least one peak is near the fundamental frequency; exactly 
one peak is allowed between the region of the fundamental 
frequency and the peak amplitude frequency, where the 
nearest one to the maximum peak is preserved; and the first 
two peaks above the maximum peak is Saved plus the peak 
nearest the 16,000 HZ end or the 25th filter if above 8 kHz, 
for a total of six peaks Saved and Stored in microprocessor 
memory. This will guarantee that the maximum peak always 
is the third peak Stored in memory and that the Sixth peak 
Stored can be used for high frequency analysis, and that the 
first one is the lowest and nearest to the fundamental. 

0208 Following the compression of the signal to include 
one full band amplitude value, the filter number and ampli 
tude value of Six peaks, and each of these thirteen values for 
10 samples for a 10 second sample, (1300 values), 1221 of 
FIG. 12, Sound element assembly begins. 

0209 To arrive at voice style “quality” elements, this 
invention utilizes relationships between the lower Set and 
higher Set of frequencies in the Vocal utterance. The Speech 
Style elements, on the other hand, is determined by a 
combination of measurements relating to the pattern of Vocal 
energy occurrences Such as pauses and decay rates. These 
Voice Style “quality’ elements emerge from Spectrum analy 
sis FIG. 13, 1330, 1331, and 1332. The speech style 
elements emerge from the other four analysis functions as 
shown in FIG. 12, 1233, 1234, 1235, and 1236 and Table 6. 

0210. The voice style quality analysis elements stored are 
named and derived as: (1) the spectrum “spread'-the 
Sample mean of the distance in filter numbers between the 
average of the peak filter numbers above, and the average of 
the peak filter numbers below the maximum peak, for each 
Sweep, FIG. 13, 1330; (2) the spectrum’s energy “bal 
ance’—the mean for a Sample of all the Sweep's ratioS of the 
Sum of the amplitudes of those peaks above to the Sum of the 
amplitudes below the maximum peak, 1331; (3) the spec 
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trum envelope “flatness”-the arithmetic means for each of 
two sets of ratioS for each Sample the ratioS of the average 
amplitude of those peaks above (high) to the maximum 
peak, and of those below (low) the maximum peak to the 
maximum peak, for each Sweep, 1332. 

0211 The speech style elements, that are stored, are 
named and derived respectively: (1) spectrum variability 
the Six means, of an utterance Sample, of the numerical 
differences between each peak's filter number, on one 
Sweep, to each corresponding peak's filter number on the 
next Sweep, and also the Six amplitude value differences for 
these Six peaks and also including the full spectrum ampli 
tude differences for each Sweep, producing a Sample total of 
13 means, 1333; (2) utterance pause ratio analysis-the ratio 
of the number of Sweeps in the Sample that the full energy 
amplitude values were pauses (below two units of amplitude 
value) to the number that had Sound energy (greater than one 
unit of value), 1334; (3) syllable change approximation-the 
ratio of the number of Sweeps that the third peak changed 
number value greater than 0.4 to the number of Sweeps 
having Sound during the sample, 1335; (4) and, high fre 
quency analysis-the ratio of the number of Sweeps for the 
Sample that the Sixth peak had an amplitude value to the total 
number of Sweeps, 1336. 

0212 Sound styles are divided into the seven dimensions 
in the method and apparatus of this invention, depicted in 
Table 6. These were determined to be the most sensitive to 
an associated Set of Seven perceptual or cognition Style 
dimensions listed in Table 7. 

0213 The procedure for relating the Sound style elements 
to voice, Speech, and perceptual dimensions for output, FIG. 
12, 1228, is through equations that determine each dimen 
sion as a function of selected Sound style elements, FIG. 13, 
1330, through 1336. Table 6 relates the speech style ele 
ments, 1333 through 1336 of FIG. 13, to the speech style 
dimensions. 

0214) Table 7, depicts the relationship between seven 
perceptual Style dimensions and the Sound Style elements, 
1330 through 1336. Again, the purpose of having an optional 
input coefficient array containing ZeroS is to allow the 
apparatus operator to Switch or key in changes in these 
coefficients for research purposes, 1222, 1223. The astute 
operator can develop different perceptual dimensions or 
even personality or cognitive dimensions, or factors, (if he 
prefers this terminology) which require different coefficients 
altogether. This is done by keying in the desired Set of 
coefficients and noting which dimension (1226) that he is 
relating these to. For instance, the other-Self dimension of 
Table 7 may not be a wanted dimension by a researcher who 
would like to replace it with a user perceptual dimension that 
he names introvert-extrovert. By replacing the coefficient Set 
for the other-Self Set, by trial Sets, until an acceptably high 
correlation exists between the elected combination of 
weighted Sound Style elements and his externally determined 
introvert-extrovert dimension, the researcher can thusly use 
that slot for the new introvert-extrovert dimension, effec 
tively renaming it. This can be done to the extent that the Set 
of Sound elements of this invention are Sensitive to a user 
dimension of introvert-extrovert, and the researcher's coef 
ficient set reflects the appropriate relationship. This will be 
possible with a great many user determined dimensions to a 
useful degree, thereby enabling this invention to function 
productively in a research environment where new percep 
tual dimensions, related to Sound Style elements, are being 
explored, developed, or validated. 
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TABLE 6 

Speech Style Dimensions 
(DS)(1) Coefficients 
Elements 
(Differences) 
ESi(2) CS1 CS2 CS3 CS4 CSS 

No-1 
Amp-1 
No-2 
Amp-2 
No-3 
Amp-3 
No.-4 
Amp-4 
No.-5 
Amp-5 
No.-6 
Amp-6 
Amp-7 
Pause 
Peak 6 

DS1 = Variability Monotone 
DS2 = ChoppySmooth 
DS3 = StaccatoSustain 
DS4 = AttackSoft 
DS5 = AffectivityControl. 
(2) No. 1 through 6 = Peak Filter Differences 1-6, and Amp1 through 6 = 
Peak Amplitude Differences 1-6. 
Amp7 = Full Band Pass amplitude Differences. 

0215) 

TABLE 7 

Perceptual Style 
Dimensions (DP)(1) Coefficients 
Elements 
Differences 
EP CP1, CP2 CP3 CP4 CP5 CP6 CP7 

Spread 
Balance 
Env-H 

Amp 3 

DP1 = EcoStructure High-Low: 
DP2 = Invariant Sensitivity High-Low; 
DP3 = Other-Self: 
DP4 = Sensory-Internal; 
DP5 = Hate-Love; 
DP6 = Dependency-Independency; 
DP7 = Emotional-Physical. 
(2) No. 1 through 6 = Peak Filter Differences 1-6; Amp1 Through 6 = 
Peak amplitude Differences 1-6; and Amp7 Full band pass amplitude dif 
ferences. 

0216) The primary results available to the user of this 
invention is the dimension values, 1226, available Selec 
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tively by a Switch, 1227, to be displayed on a standard light 
display, and also Selectively for monitor, printer, modem, or 
other standard output devices, 1228. These can be used to 
determine how close the Subject's voice is on any or all of 
the Sound or perceptual dimensions from the built-in or 
published or personally developed controls or Standards, 
which can then be used to assist in improving emotion 
recognition. 
0217. In another exemplary embodiment of the present 
invention, bio-signals received from a user are used to help 
determine emotions in the user's Speech. The recognition 
rate of a speech recognition System is improved by com 
pensating for changes in the user's Speech that result from 
factorS Such as emotion, anxiety or fatigue. A Speech Signal 
derived from a user's utterance is modified by a preproces 
Sor and provided to a speech recognition System to improve 
the recognition rate. The Speech Signal is modified based on 
a bio-signal which is indicative of the user's emotional State. 
0218. In more detail, FIG. 14 illustrates a speech recog 
nition System where Speech Signals from microphone 1418 
and bio-signals from bio-monitor 1430 are received by 
preprocessor 1432. The signal from bio-monitor 1430 to 
preprocessor 1432 is a bio-signal that is indicative of the 
impedance between two points on the Surface of a user's 
skin. Bio-monitor 1430 measures the impedance using con 
tact 1436 which is attached to one of the user's fingers and 
contact 1438 which is attached to another of the user's 
fingers. A bio-monitor Such as a bio-feedback monitor Sold 
by Radio Shack, which is a division of Tandy Corporation, 
under the trade name (MICRONATARTM. BIOFEED 
BACK MONITOR) model number 63-664 may be used. It 
is also possible to attach the contacts to other positions on 
the user's skin. When user becomes excited or anxious, the 
impedance between points 1436 and 1438 decreases and the 
decrease is detected by monitor 1430 which produces a 
bio-signal indicative of a decreased impedance. Preproces 
Sor 1432 uses the bio-signal from bio-monitor 1430 to 
modify the speech signal received from microphone 1418, 
the Speech Signal is modified to compensate for the changes 
in user's Speech due to changes resulting from factorS Such 
as fatigue or a change in emotional State. For example, 
preprocessor 1432 may lower the pitch of the Speech Signal 
from microphone 1418 when the bio-signal from bio-moni 
tor 1430 indicates that user is in an excited State, and 
preprocessor 1432 may increase the pitch of the Speech 
signal from microphone 1418 when the bio-signal from 
bio-monitor 1430 indicates that the user is in a less excited 
State Such as when fatigued. Preprocessor 1432 then pro 
vides the modified Speech Signal to audio card 1416 in a 
conventional fashion. For 30 purposes Such as initialization 
or calibration, preprocessor 1432 may communicate with PC 
1410 using an interface such as an RS232 interface. User 
1434 may communicate with preprocessor 1432 by observ 
ing display 1412 and by entering commands using keyboard 
1414 or keypad 1439 or a mouse. 
0219. It is also possible to use the bio-signal to prepro 
ceSS the Speech Signal by controlling the gain and/or fre 
quency response of microphone 1418. The microphone's 
gain or amplification may be increased or decreased in 
response to the bio-signal. The bio-signal may also be used 
to change the frequency response of the microphone. For 
example, if microphone 1418 is a model ATM71 available 
from AUDIO-TECHNICA U.S., Inc., the bio-signal may be 



US 2002/0002464 A1 

used to Switch between a relatively flat response and a 
rolled-off response, where the rolled-off response provided 
less gain to low frequency speech Signals. 

0220. When bio-monitor 1430 is the above-referenced 
monitor available from RadioShack, the bio-signal is in the 
form of a Series of ramp-like Signals, where each ramp is 
approximately 0.2 m sec. in duration. FIG. 15 illustrates the 
bio-signal, where a Series of ramp-like Signals 1542 are 
separated by a time T. The amount of time T between ramps 
1542 relates to the impedance between points 1438 and 
1436. When the user is in a more excited State, the imped 
ance between points 1438 and 1436 is decreased and time T 
is decreased. When the user is in a leSS eXcited State, the 
impedance between points 1438 and 1436 is increased and 
the time T is increased. 

0221) The form of a bio-signal from a bio-monitor can be 
in forms other than a Series of ramp-like Signals. For 
example, the bio-signal can be an analog signal that varies 
in periodicity, amplitude and/or frequency based on mea 
Surements made by the bio-monitor, or it can be a digital 
value based on conditions measured by the bio-monitor. 
0222 Bio-monitor 1430 contains the circuit of FIG. 16 
which produces the bio-signal that indicates the impedance 
between points 1438 and 1436. The circuit consists of two 
Sections. The first Section is used to Sense the impedance 
between contacts 1438 and 1436, and the second section acts 
as an oscillator to produce a Series of ramp signals at output 
connector 1648, where the frequency of oscillation is con 
trolled by the first Section. 

0223) The first section controls the collector current Io 
and voltage Voi, of transistor Q1 based on the impedance 
between contacts 1438 and 1436. In this embodiment, 
impedance sensor 1650 is simply contacts 1438 and 1436 
positioned on the Speaker's skin. Since the impedance 
between contacts 1438 and 1436 changes relatively slowly 
in comparison to the OScillation frequency of Section 2, the 
collector current Io, and Voltage Voi are virtually con 
Stant as far as Section 2 is concerned. The capacitor C3 
further Stabilizes these currents and Voltages. 
0224 Section 2 acts as an oscillator. The reactive com 
ponents, L1 and C1, turn transistor Q3 on and off to produce 
an oscillation. When the power is first turned on, Io, turns 
on Q2 by drawing base current Ito. Similarly, Iso turns on 
transistor Q3 by providing base current Isos. Initially there 
is no current through inductor L1. When Q3 is turned on, the 
voltage Vcc less a Small Saturated transistor voltage Vos, 
is applied acroSS L1. As a result, the current I increases in 
accordance with 

0225 AS current II increases, current I through capaci 
tor C1 increases. Increasing the current I reduces the base 
current Ibo from transistor Q2 because current Io is 
virtually constant. This in turn reduces currents Io, Isos 
and Isos. As a result, more of current IL, passes through 
capacitor C1 and further reduces current Isos. This feedback 
causes transistor Q3 to be turned off. Eventually, capacitor 
C1 is filly charged and currents I and I drop to Zero, and 
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thereby permit current Io, to once again draw base current 
bo2 and turn on transistors O2 and Q3 which restarts the 
oscillation cycle. 
0226 Current Io, which depends on the impedance 
between contacts 1438 and 1436, controls the frequency on 
duty cycle of the output signal. AS the impedance between 
points 1438 and 1436 decreases, the time T between ramp 
Signals decreases, and as the impedance between points 
1438 and 1436 increases, the time T between ramp signals 
increases. 

0227. The circuit is powered by three-volt battery source 
1662 which is connected to the circuit via Switch 1664. Also 
included is variable resistor 1666 which is used to set an 
operating point for the circuit. It is desirable to Set variable 
resistor 1666 at a position that is approximately in the 
middle of its range of adjustability. The circuit then varies 
from this operating point as described earlier based on the 
impedance between points 1438 and 1436. The circuit also 
includes switch 1668 and speaker 1670. When a mating 
connector is not inserted into connector 1648, Switch 1668 
provides the circuit's output to speaker 1670 rather than 
connector 1648. 

0228 FIG. 17 is a block diagram of preprocessor 1432. 
Analog-to-digital (A/D) converter 1780 receives a speech or 
utterance Signal from microphone 1418, and analog-to 
digital (A/D) converter 1782 receives a bio-signal from 
bio-monitor 1430. The signal from A/D 1782 is provided to 
microprocessor 1784. Microprocessor 1784 monitors the 
signal from A/D 1782 to determine what action should be 
taken by digital signal processor (DSP) device 1786. Micro 
processor 1784 uses memory 1788 for program storage and 
for scratch pad operations. Microprocessor 1784 communi 
cates with PC 1410 using an RS232 interface. The software 
to control the interface between PC 1410 and microproces 
Sor 1784 may be run on PC 1410 in a multi-application 
environment using a Software package Such as a program 
sold under the trade name (WIDOWS) by Microsoft Cor 
poration. The output from DSP 1786 is converted back to an 
analog signal by digital-to-analog converter 1790. After DSP 
1786 modifies the signal from A/D 1780 as commanded by 
microprocessor 1784, the output of D/A converter 1790 is 
sent to audio card 1416. Microprocessor 1784 can be one of 
the widely available microprocessors Such as the micropro 
cessors available from Intel Corporation, and DSP 1786 can 
be one of the widely available digital Signal processing chips 
available from companies Such as Texas Instruments 
TMS320CXX Series of devices. 

0229. It is possible to position bio-monitor 1430 and 
preprocessor 1432 on a Single card that is inserted into an 
empty card slot in PC 1410. It is also possible to perform the 
functions of microprocessor 1784 and digital signal proces 
Sor 1786 using PC 1410 rather than specialized hardware. 
0230 Microprocessor 1784 monitors the bio-signal from 
A/D 1782 to determine what action should be taken by DSP 
1786. When the signal from A/D 1782 indicates that user is 
in a more excited State, microprocessor 1784 indicates to 
DSP 1786 that it should process the signal from A/D 1780 
So that the pitch of the Speech Signal is decreased. When the 
bio-signal from A/D 1782 indicates that the user is in a less 
excited or fatigued state, microprocessor 1784 instructs DSP 
1786 to increase the pitch of the speech signal. 
0231 DSP 1786 modifies the pitch of the speech signal 
by creating a speech model. The DSP then uses the model to 
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recreate the Speech Signal with a modified pitch. The Speech 
model is created using one of the linear predictive coding 
techniques which are well-known in the art. One Such 
technique is disclosed in an Analog Device, Inc. application 
book entitled “Digital Signal Processing Applications. Using 
the ADSP 2100 Family", pp. 355-372, published by Pren 
tice-Hall, Englewood Cliffs, N.J., 1992. This technique 
involves modeling the speech signal as a FIR (finite impulse 
response) filter with time varying coefficients, where the 
filter is excited by a train of impulses. The time T between 
the impulses is a measure of pitch or fundamental frequency. 
The time varying coefficients may be calculated using a 
technique Such as the Levinson-Durbin recursion which is 
disclosed in the above-mentioned Analog Device, Inc. pub 
lication. A time T between the impulses composing the train 
of impulses which excite the filter may be calculated using 
an algorithm such as John D. Markel's SIFT (simplified 
inverse filter tracking) algorithm which is disclosed in “The 
SIFT Algorithm for Fundamental Frequency Estimation” by 
John D. Markel, IEEE Transactions on Audio and Electroa 
coustics, Vol. AU-20, No. 5, December, 1972. DSP 1786 
modifies the pitch or fundamental frequency of the Speech 
Signal by changing the time T between impulses when it 
excites the FIR filter to recreate the speech signal. For 
example, the pitch may be increased by 1% by decreasing 
the time T between impulses by 1%. 

0232. It should be noted that the speech signal can be 
modified in ways other than changes in pitch. For example, 
pitch, amplitude, frequency and/or signal spectrum may be 
modified. A portion of the Signal spectrum or the entire 
Spectrum may be attenuated or amplified. 

0233. It is also possible to monitor bio-signals other than 
a signal indicative of the impedance between two points on 
a user's Skin. Signals indicative of autonomic activity may 
be used as bio-signals. Signals indicative of autonomic 
activity Such as blood preSSure, pulse rate, brain wave or 
other electrical activity, pupil size, skin temperature, trans 
parency or reflectivity to a particular electromagnetic wave 
length or other Signals indicative of the user's emotional 
State may be used. 

0234 FIG. 18 illustrates pitch modification curves that 
microprocessor 1784 uses to instruct DSP 1786 to change 
the pitch of the Speech Signal based on the time period T 
associated with the bio-signal. Horizontal axis 1802 indi 
cates time period T between ramps 1442 of the bio-signal 
and vertical axis 1804 indicates the percentage change in 
pitch that is introduced by DSP 1786. 

0235 FIG. 19 illustrates a flow chart of the commands 
executed by microprocessor 1784 to establish an operating 
curve illustrated in FIG. 18. After initialization, step 1930 is 
executed to establish a line that is co-linear with axis 1802. 
This line indicates that Zero pitch change is introduced for all 
values of T from the bio-signal. After step 1930, decision 
step 1932 is executed where microprocessor 1784 deter 
mines whether a modify command has been received from 
keyboard 1414 or keypad 1439. If no modify command has 
been received, microprocessor 1784 waits in a loop for a 
modify command. If a modify command is received, Step 
1934 is executed to determine the value of T=T that will 
be used to establish a new reference point Ref. The value 
Tref is equal to the present value of T obtained from the 
bio-signal. For example, TF may equal 0.6 m Sec. After 
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determining the value Tr, microprocessor 1784 executes 
step 1938 which requests the user to state an utterance so 
that a pitch sample can be taken in step 1940. It is desirable 
to obtain a pitch Sample because that pitch Sample is used as 
a basis for the percentage changes in pitch indicated along 
axis 1804. In step 1942, microprocessor 1784 instructs DSP 
1786 to increase the pitch of the speech signal by an amount 
equal to the present pitch change associated with point Refl, 
plus an increment of five percent; however, Smaller or larger 
increments may be used. (At this point, the pitch change 
associated with point Ref1 is zero. Recall step 1930.) In step 
1944, microprocessor 1784 requests the user to run a rec 
ognition test by Speaking Several commands to the Speech 
recognition System to determine if an acceptable recognition 
rate has been achieved. When the user completes the test, the 
user can indicate completion of the test to microprocessor 
1784 by entering a command such as “end”, using keyboard 
1414 or keypad 1439. 

0236. After executing step 1944, microprocessor 1784 
executes step 1946 in which it instructs DSP 1786 to 
decrease the pitch of the incoming speech Signal by the pitch 
change associated with point Refl, minus a decrement of 
five percent; however, Smaller or larger amounts may be 
used. (Note that the pitch change associated with point Ref1 
is zero as a result of step 1930). In step 1948, microprocessor 
1784 requests that the user perform another speech recog 
nition test and enter an “end” command when the test is 
completed. In step 1950 microprocessor 1784 requests that 
the user vote for the first or second test to indicate which test 
had superior recognition capability. In step 1952 the results 
of the user's vote is used to select between steps 1954 and 
1956. If test 1 was voted as best, step 1956 is executed and 
the new percentage change associated with point Ref1 is Set 
equal to the prior value of point Refl plus five percent or the 
increment that was used in step 1942. If test 2 is voted best, 
Step 1954 is executed and the new percentage change value 
associated with Ref1 is set equal to the old value of Ref1 
minus five percent or the decrement that was used in Step 
1946. Determining a percentage change associated with 
T=Testablishes a new reference point Ref1. For example, 
if test 1 was voted best, point Ref1 is located at point 1858 
in FIG. 18. After establishing the position of point 1858 
which is the newly-established Ref1, line 1860 is established 
in step 1962. Line 1860 is the initial pitch modification line 
that is used to calculate pitch changes for different values of 
T from the bio-signal. Initially, this line may be given a slope 
Such as plus five percent per millisecond; however, other 
Slopes may be used. 

0237 After establishing this initial modification line, 
microprocessor 1784 goes into a wait loop where steps 1964 
and 1966 are executed. In step 1964, microprocessor 1784 
checks for a modify command, and in step 1966, it checks 
for a disable command. If a modify command is not received 
in step 1964, the processor checks for the disable command 
in step 1966. If a disable command is not received, micro 
processor returns to step 1964, and if a disable command is 
received, the microprocessor executes step 1930 which sets 
the change in pitch equal to Zero for all values of T from the 
bio-signal. The processor Stays in this loop of checking for 
modify and disable commands until the user becomes dis 
Satisfied with the recognition rate resulting from the prepro 
cessing of the Speech Signal using curve 1860. 
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0238 If in step 1964 a modify command is received, step 
1968 is executed. In step 1968, the value of T is determined 
to check if the value of T is equal to, or nearly equal to the 
value T of point Ref1. If the value of T corresponds to 
Ref1, step 1942 is executed. If the value of T does not 
correspond to Ref1, step 1970 is executed. In step 1970, the 
value of T for a new reference point Ref2 is established. 
For the purposes of an illustrative example, we will assume 
that T=1.1 m sec. In reference to FIG. 18, this establishes 
point Ref2 as point 1872 on line 1860. In step 1974, 
microprocessor 1784 instructs the DSP 1786 to increase the 
pitch change associated with point Ref2 by plus 2.5 percent 
(other values of percentage may be used). (Other values of 
percentage may be used) In step 1976, the user is requested 
to perform a recognition test and to enter the “end” com 
mand when completed. In step 1978, microprocessor 1784 
instructs DSP 1786 to decrease the pitch of the speech signal 
by an amount equal to the pitch change associated with Ref2 
minus 2.5 percent. In step 1980, the user is again requested 
to perform a recognition test and to enter an “end” command 
when completed. In step 1982 the user is requested to 
indicate whether the first or second test had the most 
desirable results. In step 1984, microprocessor 1784 decides 
to execute step 1986 if test 1 was voted best, and step 1988, 
if test 2 was voted best. In step 1986, microprocessor 1784 
Sets the percentage change associated with point Ref2 to the 
prior value associated with Ref2 plus 2.5 percent or the 
increment that was used in step 1974. In step 1988, the 
percentage change associated with Ref2 is Set equal to the 
prior value associated with Ref2 minus 2.5 percent or the 
decrement that was used in step 1978. After completing 
steps 1986 or 1988, step 1990 is executed. In step 1990, a 
new pitch modification line is established. The new line uses 
the point associated with Refl and the new point associated 
with Ref2. For example, if it is assumed that the user 
selected test 1 in step 1984, the new point associated with 
Ref2 is point 1892 of FIG. 18. The new pitch conversion 
line is now line 1898 which passes through points 1892 and 
1858. After executing step 1990 microprocessor 1684 
returns to the looping operation associated with Steps 1964 
and 1966. 

0239. It should be noted that a linear modification line 
has been used; however, it is possible to use non-linear 
modification lines. This can be done by using points 1858 
and 196 to establish a slope for a line to the right of point 
1858, and by using another reference point to the left of 
point 1858 to establish a slope for a line extending to the left 
of point 1858. It is also possible to place positive and 
negative limits on the maximum percentage pitch change. 
When the pitch modification line approaches these limits, 
they can approach it asymptotically, or Simply change 
abruptly at the point of contact with the limit. 
0240. It is also possible to use a fixed modification curve, 
such as curve 1800, and then adjust variable resistor 1666 
until an acceptable recognition rate is achieved 

Voice Messaging System 

0241 FIG. 20 depicts an embodiment of the present 
invention that manages voice messages based on emotion 
characteristics of the voice messages. In operation 2000, a 
plurality of Voice messages that are transferred over a 
telecommunication network are received. In operation 2002, 
the Voice messages are Stored on a Storage medium Such as 
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the tape recorder set forth above or a hard drive, for 
example. An emotion associated with Voice Signals of the 
voice messages is determined in operation 2004. The emo 
tion may be determined by any of the methods set forth 
above. 

0242. The voice messages are organized in operation 
2006 based on the determined emotion. For example, mes 
Sages in which the Voice displayS negative emotions, e.g., 
Sadness, anger or fear, can be grouped together in a mailbox 
and/or database. Access to the organized Voice messages is 
allowed in operation 2008. 
0243 The voice messages may follow a telephone call. 
Optionally, the Voice messages of a similar emotion can be 
organized together. Also optionally, the Voice messages may 
be organized in real time immediately upon receipt over the 
telecommunication network. Preferably, a manner in which 
the Voice messages are organized is identified to facilitate 
access to the organized voice messages. Also preferably, the 
emotion is determined by extracting at least one feature from 
the Voice Signals, as previously discussed. 
0244. In one exemplary embodiment of a voice messag 
ing System in accordance with the present invention, pitch 
and LPC parameters (and usually other excitation informa 
tion too) are encoded for transmission and/or storage, and 
are decoded to provide a close replication of the original 
Speech input. 

0245. The present invention is particularly related to 
linear predictive coding (LPC) systems for (and methods of) 
analyzing or encoding human speech Signals. In LPC mod 
eling generally, each Sample in a Series of Samples is 
modeled (in the simplified model) as a linear combination of 
preceding Samples, plus an excitation function: 

0246 where u is the LPC residual signal. That is, uk 
represents the residual information in the input Speech Signal 
which is not predicted by the LPC model. Note that only N 
prior Signals are used for prediction. The model order 
(typically around 10) can be increased to give better pre 
diction, but Some information will always remain in the 
residual signal uk for any normal Speech modelling appli 
cation. 

0247 Within the general framework of LPC modeling, 
many particular implementations of Voice analysis can be 
Selected. In many of these, it is necessary to determine the 
pitch of the input Speech Signal. That is, in addition to the 
formant frequencies, which in effect correspond to reso 
nances of the Vocal tract, the human Voice also contains a 
pitch, modulated by the Speaker, which corresponds to the 
frequency at which the larynx modulates the air Stream. That 
is, the human Voice can be considered as an excitation 
function applied to an acoustic passive filter, and the exci 
tation function will generally appear in the LPC residual 
function, while the characteristics of the passive acoustic 
filter (i.e., the resonance characteristics of mouth, nasal 
cavity, chest, etc.) will be molded by the LPC parameters. It 
should be noted that during unvoiced speech, the excitation 
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function does not have a well-defined pitch, but instead is 
best modeled as broadband white noise or pink noise. 
0248 Estimation of the pitch period is not completely 
trivial. Among the problems is the fact that the first formant 
will often occur at a frequency close to that of the pitch. For 
this reason, pitch estimation is often performed on the LPC 
residual signal, Since the LPC estimation process in effect 
deconvolves vocal tract resonances from the excitation 
information, So that the residual signal contains relatively 
less of the Vocal tract resonances (formants) and relatively 
more of the excitation information (pitch). However, Such 
residual-based pitch estimation techniques have their own 
difficulties. The LPC model itself will normally introduce 
high frequency noise into the residual signal, and portions of 
this high frequency noise may have a higher spectral density 
than the actual pitch which should be detected. One solution 
to this difficulty is simply to low pass filter the residual 
signal at around 1000 Hz. This removes the high frequency 
noise, but also removes the legitimate high frequency energy 
which is present in the unvoiced regions of Speech, and 
renders the residual signal virtually useless for voicing 
decisions. 

0249. A cardinal criterion in voice messaging applica 
tions is the quality of Speech reproduced. Prior art Systems 
have had many difficulties in this respect. In particular, many 
of these difficulties relate to problems of accurately detect 
ing the pitch and Voicing of the input Speech Signal. 
0250. It is typically very easy to incorrectly estimate a 
pitch period at twice or half its value. For example, if 
correlation methods are used, a good correlation at a period 
Pguarantees a good correlation at period 2P, and also means 
that the Signal is more likely to show a good correlation at 
period P/2. However, such doubling and halving errors 
produce very annoying degradation in Voice quality. For 
example, erroneous halving of the pitch period will tend to 
produce a Squeaky voice, and erroneous doubling of the 
pitch period will tend to produce a coarse Voice. Moreover, 
pitch period doubling or halving is very likely to occur 
intermittently, so that the synthesized voice will tend to 
crack or to grate, intermittently. 
0251 The present invention uses an adaptive filter to 

filter the residual Signal. By using a time-varying filter which 
has a single pole at the first reflection coefficient (k of the 
speech input), the high frequency noise is removed from the 
Voiced periods of Speech, but the high frequency informa 
tion in the unvoiced speech periods is retained. The adap 
tively filtered residual signal is then used as the input for the 
pitch decision. 
0252) It is necessary to retain the high frequency infor 
mation in the unvoiced speech periods to permit better 
Voicing/unvoicing decisions. That is, the “unvoiced' voicing 
decision is normally made when no strong pitch is found, 
that is when no correlation lag of the residual signal provides 
a high normalized correlation value. However, if only a 
low-pass filtered portion of the residual signal during 
unvoiced speech periods is tested, this partial Segment of the 
residual Signal may have Spurious correlations. That is, the 
danger is that the truncated residual signal which is pro 
duced by the fixed low-pass filter of the prior art does not 
contain enough data to reliably show 30 that no correlation 
exists during unvoiced periods, and the additional band 
width provided by the high-frequency energy of unvoiced 
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periods is necessary to reliably exclude the Spurious corre 
lation lags which might otherwise be found. Improvement in 
pitch and Voicing decisions is particularly critical for voice 
messaging Systems, but is also desirable for other applica 
tions. For example, a word recognizer which incorporated 
pitch information would naturally require a good pitch 
estimation procedure. Similarly, pitch information is Some 
times used for Speaker verification, particularly over a phone 
line, where the high frequency information is partially lost. 
Moreover, for long-range future recognition Systems, it 
would be desirable to be able to take account of the syntactic 
information which is denoted by pitch. Similarly, a good 
analysis of voicing would be desirable for Some advanced 
Speech recognition Systems, e.g., Speech to text Systems. 

0253) The first reflection coefficient k is approximately 
related to the high/low frequency energy ratio and a signal. 
See R. J. McAulay, “Design of a Robust Maximum Likeli 
hood Pitch Estimator for Speech and Additive Noise,” 
Technical Note, 1979-28, Lincoln Labs, Jun. 11, 1979, 
which is hereby incorporated by reference. Fork close to 
-1, there is more low frequency energy in the Signal than 
high-frequency energy, and Vice versa for k close to 1. 
Thus, by using k to determine the pole of a 1-pole deem 
phasis filter, the residual Signal is low pass filtered in the 
Voiced speech periods and is high pass filtered in the 
unvoiced speech periods. This means that the formant fre 
quencies are excluded from computation of pitch during the 
Voiced periods, while the necessary high-band width infor 
mation is retained in the unvoiced periods for accurate 
detection of the fact that no pitch correlation exists. 
0254 Preferably a post-processing dynamic program 
ming technique is used to provide not only an optimal pitch 
value but also an optimal voicing decision. That is, both 
pitch and Voicing are tracked from frame to frame, and a 
cumulative penalty for a Sequence of frame pitch/voicing 
decisions is accumulated for various tracks to find the track 
which gives optimal pitch and Voicing decisions. The cumu 
lative penalty is obtained by imposing a frame error is going 
from one frame to the next. The frame error preferably not 
only penalizes large deviations in pitch period from frame to 
frame, but also penalizes pitch hypotheses which have a 
relatively poor correlation "goodness' value, and also penal 
izes changes in the voicing decision if the Spectrum is 
relatively unchanged from frame to frame. This last feature 
of the frame transition error therefore forces voicing tran 
Sitions towards the points of maximal Spectral change. 
0255 The voice messaging system of the present inven 
tion includes a Speech input signal, which is shown as a time 
series s, is provided to an LPC analysis block. The LPC 
analysis can be done by a wide variety of conventional 
techniques, but the end product is a Set of LPC parameters 
and a residual signal u. Background on LPC analysis 
generally, and on various methods for extraction of LPC 
parameters, is found in numerous generally known refer 
ences, including Markel and Gray, Linear Prediction of 
Speech (1976) and Rabiner and Schafer, Digital Processing 
of Speech Signals (1978), and references cited therein, all of 
which are hereby incorporated by reference. 

0256 In the presently preferred embodiment, the analog 
Speech waveform is Sampled at a frequency of 8 KHZ and 
with a precision of 16 bits to produce the input time Series 
S. Of course, the present invention is not dependent at all on 
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the Sampling rate or the precision used, and is applicable to 
Speech Sampled at any rate, or with any degree of precision, 
whatsoever. 

0257. In the presently preferred embodiment, the set of 
LPC parameters which is used includes a plurality of reflec 
tion coefficientsk, and a 10th-order LPC model is used (that 
is, only the reflection coefficients k through ko are 
extracted, and higher order coefficients are not extracted). 
However, other model orders or other equivalent sets of LPC 
parameters can be used, as is well known to those skilled in 
the art. For example, the LPC predictor coefficients a can be 
used, or the impulse response estimates e. However, the 
reflection coefficients k are most convenient. 
0258. In the presently preferred embodiment, the reflec 
tion coefficients are extracted according to the Leroux 
Gueguen procedure, which is Set forth, for example, in IEEE 
Transactions on Acoustics, Speech and Signal Processing, p. 
257 (June 1977), which is hereby incorporated by reference. 
However, other algorithms well known to those skilled in the 
art, Such as Durbin's, could be used to compute the coeffi 
cients. 

0259. A by-product of the computation of the LPC 
parameters will typically be a residual signal us. However, 
if the parameters are computed by a method which does not 
automatically pop out the us as a by-product, the residual can 
be found Simply by using the LPC parameters to configure 
a finite-impulse-response digital filter which directly com 
putes the residual Series uk from the input Series S. 
0260 The residual signal time series u is now put 
through a very simple digital filtering operation, which is 
dependent on the LPC parameters for the current frame. That 
is, the Speech input Signal S is a time Series having a value 
which can change once every Sample, at a Sampling rate of, 
e.g., 8 KHZ. However, the LPC parameters are normally 
recomputed only once each frame period, at a frame fre 
quency of, e.g., 100 Hz. The residual signal us also has a 
period equal to the Sampling period. Thus, the digital filter, 
whose value is dependent on the LPC parameters, is pref 
erably not readjusted at every residual signal us. In the 
presently preferred embodiment, approximately 80 values in 
the residual signal time Series us pass through the filter 14 
before a new value of the LPC parameters is generated, and 
therefore a new characteristic for the filter 14 is imple 
mented. 

0261) More specifically, the first reflection coefficient k, 
is extracted from the set of LPC parameters provided by the 
LPC analysis section 12. Where the LPC parameters them 
Selves are the reflection coefficients k, it is merely neces 
Sary to look up the first reflection coefficient k. However, 
where other LPC parameters are used, the transformation of 
the parameters to produce the first order reflection coeffi 
cient is typically extremely simple, for example, 

0262 Although the present invention preferably uses the 
first reflection coefficient to define a 1 pole adaptive filter, 
the invention is not as narrow as the Scope of this principal 
preferred embodiment. That is, the filter need not be a 
Single-pole filter, but may be configured as a more complex 
filter, having one or more poles and or one or more Zeros, 
Some or all of which may be adaptively varied according to 
the present invention. 
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0263. It should also be noted that the adaptive filter 
characteristic need not be determined by the first reflection 
coefficient k. AS is well known in the art, there are numer 
ous equivalent Sets of LPC parameters, and the parameters 
in other LPC parameter sets may also provide desirable 
filtering characteristics. Particularly, in any set of LPC 
parameters, the lowest order parameters are most likely to 
provide information about groSS Spectral shape. Thus, an 
adaptive filter according to the present invention could use 
a ore to define a pole, can be a single or multiple pole and 
can be used alone or in combination with other Zeros and or 
poles. Moreover, the pole (or Zero) which is defined adap 
tively by an LPC parameter need not exactly coincide with 
that parameter, as in the presently preferred embodiment, but 
can be shifted in magnitude or phase. 
0264. Thus, the 1-pole adaptive filter filters the residual 
Signal time Series us to produce a filtered time Series u". AS 
discussed above, this filtered time Series u' will have its high 
frequency energy greatly reduced during the Voiced speech 
Segments, but will retain nearly the full frequency band 
width during the unvoiced speech Segments. This filtered 
residual Signal u' is then Subjected to further processing, to 
extract the pitch candidates and Voicing decision. 
0265 A wide variety of methods to extract pitch infor 
mation from a residual signal exist, and any of them can be 
used. Many of these are discussed generally in the Markel 
and Gray book incorporated by reference above. 
0266. In the presently preferred embodiment, the candi 
date pitch values are obtained by finding the peaks in the 
normalized correlation function of the filtered residual Sig 
nal, defined as follows: 

0267 where u', is the filtered residual signal, k, and 
k, define the boundaries for the correlation lag k, and m is 
the number of samples in one frame period (80 in the 
preferred embodiment) and therefore defines the number of 
Samples to be correlated. The candidate pitch values are 
defined by the lags k at which value of C(k) takes a local 
maximum, and the Scalar value of C(k) is used to define a 
“goodness' value for each candidate k. 
0268 Optionally a threshold value Cmin will be imposed 
on the goodness measure C(k), and local maxima of C(k) 
which do not exceed the threshold value C will be 
ignored. If no k exists for which C(k) is greater than C, 
then the frame is necessarily unvoiced. 
0269. Alternately, the goodness threshold C. can be 
dispensed with, and the normalized autocorrelation function 
1112 can Simply be controlled to report out a given number 
of candidates which have the best goodness values, e.g., the 
16 pitch period candidates k having the largest values of 
C(k). 
0270. In one embodiment, no threshold at all is imposed 
on the goodness value C(k), and no voicing decision is made 
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at this stage. Instead, the 16 pitch period candidateSk, k, 
etc., are reported out, together with the corresponding good 
ness value (C(k)) for each one. In the presently preferred 
embodiment, the voicing decision is not made at this stage, 
even if all of the C(k) values are extremely low, but the 
Voicing decision will be made in the Succeeding dynamic 
programming Step, discussed below. 
0271 In the presently preferred embodiment, a variable 
number of pitch candidates are identified, according to a 
peak-finding algorithm. That is, the graph of the "goodness” 
values C(k) Versus the candidate pitch period k is tracked. 
Each local maximum is identified as a possible peak. How 
ever, the existence of a peak at this identified local maximum 
is not confirmed until the function has thereafter dropped by 
a constant amount. This confirmed local maximum then 
provides one of the pitch period candidates. After each peak 
candidate has been identified in this fashion, the algorithm 
then looks for a valley. That is, each local minimum is 
identified as a possible valley, but is not confirmed as a 
valley until the function has thereafter risen by a predeter 
mined constant value. The Valleys are not separately 
reported out, but a confirmed Valley is required after a 
confirmed peak before a new peak will be identified. In the 
presently preferred embodiment, where the goodneSS values 
are defined to be bounded by +1 or -1, the constant value 
required for confirmation of a peak or for a valley has been 
set at 0.2, but this can be widely varied. Thus, this stage 
provides a variable number of pitch candidates as output, 
from Zero up to 15. 
0272. In the presently preferred embodiment, the set of 
pitch period candidates provided by the foregoing StepS is 
then provided to a dynamic programming algorithm. This 
dynamic programming algorithm tracks both pitch and Voic 
ing decisions, to provide a pitch and Voicing decision for 
each frame which is optimal in the context of its neighbors. 
0273 Given the candidate pitch values and their good 
ness values C(k), dynamic programming is now used to 
obtain an optimum pitch contour which includes an opti 
mum voicing decision for each frame. The dynamic pro 
gramming requires Several frames of Speech in a Segment of 
Speech to be analyzed before the pitch and Voicing for the 
first frame of the Segment can be decided. At each frame of 
the Speech Segment, every pitch candidate is compared to the 
retained pitch candidates from the previous frame. Every 
retained pitch candidate from the previous frame carries 
with it a cumulative penalty, and every comparison between 
each new pitch candidate and any of the retained pitch 
candidates also has a new distance measure. Thus, for each 
pitch candidate in the new frame, there is a Smallest penalty 
which represents a best match with one of the retained pitch 
candidates of the previous frame. When the smallest cumu 
lative penalty has been calculated for each new candidate, 
the candidate is retained along with its cumulative penalty 
and a back pointer to the best match in the previous frame. 
Thus, the back pointerS define a trajectory which has a 
cumulative penalty as listed in the cumulative penalty value 
of the last frame in the project rate. The optimum trajectory 
for any given frame is obtained by choosing the trajectory 
with the minimum cumulative penalty. The unvoiced State is 
defined as a pitch candidate at each frame. The penalty 
function preferably includes voicing information, So that the 
Voicing decision is a natural outcome of the dynamic pro 
gramming Strategy. 
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0274. In the presently preferred embodiment, the 
dynamic programming Strategy is 16 wide and 6 deep. That 
is, 15 candidates (or fewer) plus the “unvoiced” decision 
(stated for convenience as a Zero pitch period) are identified 
as possible pitch periods at each frame, and all 16 candi 
dates, together with their goodneSS Values, are retained for 
the 6 previous frames. 
0275. The decisions as to pitch and voicing are made final 
only with respect to the oldest frame contained in the 
dynamic programming algorithm. That is, the pitch and 
Voicing decision would accept the candidate pitch at frame 
FK-5 whose current trajectory cost was minimal. That is, of 
the 16 (or fewer) trajectories ending at most recent frame F., 
the candidate pitch in frame Fk which has the lowest 
cumulative trajectory cost identifies the optimal trajectory. 
This optimal trajectory is then followed back and used to 
make the pitch/voicing decision for frame F-5. Note that no 
final decision is made as to pitch candidates in Succeeding 
frames (F-4, etc.), since the optimal trajectory may no 
longer appear optimal after more frames are evaluated. Of 
course, as is well known to those skilled in the art of 
numerical optimization, a final decision in Such a dynamic 
programming algorithm can alternatively be made at other 
times, e.g., in the next to last frame held in the buffer. In 
addition, the width and depth of the buffer can be widely 
varied. For example, as many as 64 pitch candidates could 
be evaluated, or as few as two; the buffer could retain as few 
as one previous frame, or as many as 16 previous frames or 
more, and other modifications and variations can be insti 
tuted as will be recognized by those skilled in the art. The 
dynamic programming algorithm is defined by the transition 
error between a pitch period candidate in one frame and 
another pitch period candidate in the Succeeding frame. In 
the presently preferred embodiment, this transition error is 
defined as the Sum of three parts: an error E, due to pitch 
deviations, an error E. due to pitch candidates having a low 
“goodness' value, and an error E, due to the voicing tran 
Sition. 

0276) The pitch deviation error E is a function of the 
current pitch period and the previous pitch period as given 
by: 

idii 
In AD + B P" tau 

idii 
In Biplin2 taup + Bip E = min AD + B, 

idii 
In 

idii AD + B. p -- In 1/2) 

0277 if both frames are voiced, and E=B.times. DN 
otherwise, where tau is the candidate pitch period of the 
current frame, tau is a retained pitch period of the previous 
frame with respect to which the transition error is being 
computed, and B, A, and DN are constants. Note that the 
minimum function includes provision for pitch period dou 
bling and pitch period halving. This provision is not strictly 
necessary in the present invention, but is believed to be 
advantageous. Of course, optionally, Similar provision could 
be included for pitch period tripling, etc. 
0278. The voicing state error, Es, is a function of the 
“goodness' value C(k) of the current frame pitch candidate 
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being considered. For the unvoiced candidate, which is 
always included among the 16 or fewer pitch period candi 
dates to be considered for each frame, the goodneSS value 
C(k) is set equal to the maximum of C(k) for all of the other 
15 pitch period candidates in the same frame. The voicing 
State error Es is given by Es=Bs(R-C(tau), if the current 
candidate is voiced, and Es=Bs(C(tau)-R) otherwise, 
where C(tau) is the “goodness value” corresponding to the 
current pitch candidate tau, and Bs, R, and R are con 
StantS. 

0279 The voicing transition error E is defined in terms 
of a Spectral difference measure T. The Spectral difference 
measure T defined, for each frame, generally how different 
its Spectrum is from the Spectrum of the receiving frame. 
Obviously, a number of definitions could be used for such a 
Spectral difference measure, which in the presently preferred 
embodiment is defined as follows: 

E YY2 2 
T = (of) -- 2. (L(N)-L (N)) 

0280 where E is the RMS energy of the current frame, E 
is the energy of the previous frame, L(N) is the Nth log area 
ratio of the current frame and L (N) is the Nth log area ratio 
of the previous frame. The log area ratio L(N) is calculated 
directly from the Nth reflection coefficient kN as follows: 

(1 - kN LN) = ln(i) 

0281. The voicing transition error E is then defined, as 
a function of the Spectral difference measure T, as follows: 

0282) If the current and previous frames are both 
unvoiced, or if both are voiced, E is set=to 0, 

0283 otherwise, E=G+A/T, where T is the spec 
tral difference measure of the current frame. Again, 
the definition of the voicing transition error could be 
widely varied. The key feature of the voicing tran 
Sition error as defined here is that, whenever a 
voicing State change occurs (voiced to unvoiced or 
unvoiced to voiced) a penalty is assessed which is a 
decreasing function of the spectral difference 
between the two frames. That is, a change in the 
Voicing State is disfavored unless a significant Spec 
tral change also occurs. 

0284. Such a definition of a voicing transition error 
provides significant advantages in the present invention, 
Since it reduces the processing time required to provide 
excellent voicing State decisions. 
0285) The other errors Es and E which make up the 
transition error in the presently preferred embodiment can 
also be variously defined. That is, the Voicing State error can 
be defined in any fashion which generally favors pitch 
period hypotheses which appear to fit the data in the current 
frame well over those which fit the data less well. Similarly, 
the pitch deviation error E can be defined in any fashion 
which corresponds generally to changes in the pitch period. 
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It is not necessary for the pitch deviation error to include 
provision for doubling and halving, as Stated here, although 
Such provision is desirable. 
0286 A further optional feature of the invention is that, 
when the pitch deviation error contains provisions to track 
pitch acroSS doublings and halvings, it may be desirable to 
double (or halve) the pitch period values along the optimal 
trajectory, after the optimal trajectory has been identified, to 
make them consistent as far as possible. 
0287. It should also be noted that it is not necessary to use 
all of the three identified components of the transition error. 
For example, the voicing State error could be omitted, if 
Some previous Stage Screened out pitch hypotheses with a 
low "goodness' value, or if the pitch periods were rank 
ordered by “goodness' value in some fashion such that the 
pitch periods having a higher goodneSS Value would be 
preferred, or by other means. Similarly, other components 
can be included in the transition error definition as desired. 

0288. It should also be noted that the dynamic program 
ming method taught by the present invention does not 
necessarily have to be applied to pitch period candidates 
extracted from an adaptively filtered residual signal, nor 
even to pitch period candidates which have been derived 
from the LPC residual signal at all, but can be applied to any 
Set of pitch period candidates, including pitch period can 
didates extracted directly from the original input speech 
Signal. 

0289. These three errors are then Summed to provide the 
total error between Some one pitch candidate in the current 
frame and Some one pitch candidate in the preceding frame. 
AS noted above, these transition errors are then Summed 
cumulatively, to provide cumulative penalties for each tra 
jectory in the dynamic programming algorithm. 
0290 This dynamic programming method for simulta 
neously finding both pitch and Voicing is itself novel, and 
need not be used only in combination with the presently 
preferred method of finding pitch period candidates. Any 
method of finding pitch period candidates can be used in 
combination with this novel dynamic programming algo 
rithm. Whatever the method used to find pitch period 
candidates, the candidates are simply provided as input to 
the dynamic programming algorithm. 
0291. In particular, while the embodiment of the present 
invention using a minicomputer and high-precision Sam 
pling is presently preferred, this System is not economical 
for large-volume applications. Thus, the preferred mode of 
practicing the invention in the future is expected to be an 
embodiment using a microcomputer based System, Such as 
the TI Professional Computer. This professional computer, 
when configured with a microphone, loudspeaker, and 
speech processing board including a TMS320 numerical 
processing microprocessor and data converters, is Sufficient 
hardware to practice the present invention. 

Voice-Based Identity Authentication for Data 
AcceSS 

0292 FIG. 21 illustrates an embodiment of the present 
invention that identifies a user through Voice verification to 
allow the user to acceSS data on a network. When a user 
requests access to data, Such as a website, the user is 
prompted for a voice Sample in operation 2100. In operation 
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2102, the voice sample from the user is received over the 
network. Registration information about a user is retrieved 
in operation 2104. It should be noted that the information 
may be retrieved from a local Storage device or retrieved 
over the network. Included in the registration information is 
a voice Scan of the Voice of the user. The Voice Sample from 
the user is compared with the Voice Scan of the registration 
information in operation 2106 to verify an identity of the 
user. Operation 2106 is discussed in more detail below. If the 
identity of the user is verified in operation 2106, data access 
is granted to the user in operation 2108. If the identity of the 
user is not verified in operation 2106, data acceSS is denied 
in operation 2110. This embodiment is particularly useful in 
the eCommerce arena in that it eliminates the need for 
certificates of authentication and trusted third parties needed 
to issue them. A more detailed description of processes and 
apparatuses to perform these operations is found below, and 
with particular reference to FIGS. 22-27 and 29-34. 

0293. In one embodiment of the present invention, a 
Voice of the user is recorded to create the Voice Scan, which 
is then Stored. This may form part of a registration process. 
For example, the user could speak into a microphone con 
nected to his or her computer when prompted to do So during 
a registration process. The resulting voice data would be sent 
over the network, e.g., Internet, to a website where it would 
be stored for later retrieval during a verification process. 
Then, when a user wanted to access the website, or a certain 
portion of the website, the user would be prompted for a 
Voice Sample, which would be received and compared to the 
voice data Stored at the website. As an option, the voice Scan 
could include a password of the user. 

0294 Preferably, the voice scan includes more than one 
phrase spoken by the user for added Security. In Such an 
embodiment, for example, multiple passwords could be 
Stored as part of the Voice Scan and the user would be 
required to give a voice Sample of all of the passwords. 
Alternatively, different phrases could be required for differ 
ent levels of access or different portions of data. The 
different phrases could also be used as navigation controls, 
Such as associating phrases with particular pages on a 
website. The user would be prompted for a password. 
Depending on the password received, the page of the web 
Site associated with that password would be displayed. 

0295 Allowing the voice scan to include more than one 
phrase also allows identity verification by comparing alter 
nate phrases, Such as by prompting the user to Speak an 
additional phrase if the identity of the user is not verified 
with a first phrase. For example, if the user's voice Sample 
almost matches the Voice Scan, but the discrepancies 
between the two are above a predetermined threshold, the 
user can be requested to Speak another phrase, which would 
also be used to verify the identity of the user This would 
allow a user more than one opportunity to attempt to acceSS 
the data, and could be particularly useful for a user who has 
an illness, Such as a cold, that slightly alters the user's voice. 
Optionally, the Voice Sample of the user and/or a time and 
date the Voice Sample was received from the user may be 
recorded. 

0296. With reference to operation 2106 of FIG. 21, an 
exemplary embodiment of the present invention is of a 
System and method for establishing a positive or negative 
identity of a Speaker which employ at least two different 
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Voice authentication devices and which can be used for 
Supervising a controlled access into a Secured-System. Spe 
cifically, the present invention can be used to provide voice 
authentication characterized by exceptionally low false 
acceptance and low false-rejection rates. 
0297 As used herein the term “secured-system” refers to 
any website, System, device, etc., which allows access or use 
for authorized individuals only, which are to be positively 
authenticated or identified each time one of them SeekS 
acceSS or use of the System or device. 
0298 The principles and operation of a system and 
method for voice authentication according to the present 
invention may be better understood with reference to the 
drawings and accompanying descriptions. 
0299 Referring now to the drawings, FIG. 22 illustrates 
the basic concept of a Voice authentication System used for 
controlling an access to a Secured-System. 
0300. A speaker, 2220, communicates, either simulta 
neously or Sequentially, with a Secured-System 2222 and a 
security-center 2224. The voice of speaker 2220 is analyzed 
for authentication by Security-center 2224, and if authenti 
cation is positively established by Security-center 2224, a 
communication command is transmitted therefrom to 
Secured-system 2222, positive identification (ID) of Speaker 
2220, as indicated by 2226, is established, and access of 
speaker 2220 to secured-system 2222 is allowed. 
0301 The prior art system of FIG. 22 employs a single 
voice authentication algorithm. AS Such, this system Suffers 
the above described tradeoff between false-acceptance and 
false-rejection rates, resulting in too high false-acceptance 
and/or too high false-rejection rates, which render the SyS 
tem non-Secured and/or non-efficient, respectively. 
0302) The present invention is a system and method for 
establishing an identity of a speaker via at least two different 
Voice authentication algorithms. Selecting the Voice authen 
tication algorithms significantly different from one another 
(e.g., text-dependent and text-independent algorithms) 
ensures that the algorithms are Statistically not fully corre 
lated with one another, with respect to false-acceptance and 
false-rejection events, i.e., r-1.0, wherein “r” is a Statistical 
correlation coefficient. 

0303 Assume that two different voice authentication 
algorithms are completely decorrelated (i.e., r=0) and that 
the false rejection threshold of each of the algorithms is Set 
to a low value, Say 0.5%, then, according to the tradeoff rule, 
and as predicted by FIG. 1 of J. Guavain, L. Lamel and B. 
Prouts (March, 1995) LIMSI 1995 scientific report the false 
acceptance rate for each of the algorithms is expected to be 
exceptionally high, in the order of 8% in this case. 
0304. However, if positive identity is established only if 
both algorithms positively authenticate the Speaker, then the 
combined false acceptance is expected to be (8%-2), or 
0.6%, whereas the combined false rejection is expected to be 
0.5%x2, or 1%. 

0305 The expected value of the combined false accep 
tance is expected to increase and the expected value of the 
false rejection is expected to decrease as the degree of 
correlation between the algorithms increases, Such that if full 
correlation is experienced (i.e., r=1.0), the combined values 
of the example given are reset at 0.5% and 8%. 
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0306 Please note that the best EER value characterized 
the algorithms employed by B. Prouts was 3.5%. Extrapo 
lating the plots of B. Prouts to similarly represent an 
algorithm with EER value of 2% (which is, at present, the 
State-of-the-art) one may choose to set false rejection at 
0.3%, then false acceptance falls in the order of 4.6%, to 
obtain a combined false acceptance of 0.2% and a combined 
false rejection of 0.6%. 
0307 Thus, the concept of “different algorithms' as used 
herein in the Specification and in the claims Section below 
refers to algorithms having a correlation of r-1.0. 
0308 With reference now to FIG. 23, presented is a 
System for establishing an identity of a Speaker according to 
the present invention, which is referred to hereinbelow as 
system 2350. 
0309 Thus, system 2350 includes a computerized system 
2352, which includes at least two voice authentication 
algorithms 2354, two are shown and are marked 2354a and 
2354b. 

0310 Algorithms 2354 are selected different from one 
another, and each Serves for independently analyzing a voice 
of the Speaker, for obtaining an independent positive or 
negative authentication of the Voice by each. If every one of 
algorithms 2354 provide a positive authentication, the 
Speaker is positively identified, whereas, if at least one of 
algorithms 2354 provides negative authentication, the 
Speaker is negatively identified (i.e., identified as an impos 
tor). 
0311. Both text-dependent and text-independent voice 
authentication algorithms may be employed. Examples 
include feature extraction followed by pattern matching 
algorithms, as described, for example, in U.S. Pat. No. 
5,666,466, neural network Voice authentication algorithms, 
as described, for example, in U.S. Pat. No. 5,461,697, 
Dynamic Time Warping (DTW) algorithm, as described, for 
example, in U.S. Pat. No. 5,625,747, Hidden Markov Model 
(HMM) algorithm, as described, for example, in U.S. Pat. 
No. 5,526,465, and vector quantization (VQ) algorithm, as 
described, for example, in U.S. Pat. No. 5,640,490. All 
patents cited are incorporated by reference as if fully Set 
forth herein. 

0312. According to a preferred embodiment of the 
present invention a false rejection threshold of each of 
algorithms 2354 is set to a level below or equals 0.5%, 
preferably below or equals 0.4%, more preferably below or 
equals 0.3%, most preferably below or equals 0.2% or 
equals about 0.1%. 
0313 Depending on the application, the voice of the 
Speaker may be directly accepted by System 2352, alterna 
tively the Voice of the Speaker may be accepted by System 
2352 via a remote communication mode. 

0314. Thus, according to a preferred embodiment, the 
Voice of the Speaker is accepted for analysis by computer 
ized system 2352 via a remote communication mode 2356. 
Remote communication mode 2356 may, for example, be 
wire or cellular telephone communication modes, computer 
phone communication mode (e.g., Internet or Intranet) or a 
radio communication mode. These communication modes 
are symbolized in FIG. 23 by a universal telephone symbol, 
which is communicating, as indicated by the broken lines, 
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with at least one receiver 2358 (two are shown, indicated 
2358a and 2358b) implemented in computerized system 
2352. 

0315 According to yet another preferred embodiment of 
the present invention, computerized System 2352 includes at 
least two hardware installations 2360 (two, 2360a and 
2360b, are shown), each of installations 2360 serves for 
actuating one of Voice authentication algorithms 2354. 
Hardware installations 2360 may be of any type, including, 
but not limited to, a personal computer (PC) platform or an 
equivalent, a dedicated board in a computer, etc. Hardware 
installations 2360 may be remote from one another. As used 
herein “remote” refers to a situation wherein installations 
2360 communicate thereamongst via a remote communica 
tion medium. 

0316. In one application of the present invention at least 
one of hardware installations 2360, say 2360a, is imple 
mented in a Secured-System 2362, whereas at least another 
one of hardware installations 2360, say 2360b, is imple 
mented in a Securing-center 2364. In a preferred embodi 
ment hardware installation 2360b which is implemented in 
Securing-center 2364 communicates with hardware installa 
tion 2360a which implemented in secured-system 2362, 
Such that all positive or negative identification data of the 
Speaker is eventually established in Secured-System 2362. 
0317. The term “securing-center” as used herein in the 
Specification and in the claims Section below refers to 
computer System which Serves for actuating at least one 
voice authentication algorithm, and therefore serves part of 
the process of positively or negatively identifying the 
Speaker. 

0318 According to a preferred embodiment of the inven 
tion, computerized system 2352 further includes a voice 
recognition algorithm 2366. Algorithm 2366 serves for 
recognizing verbal data spoken by the speaker (as opposed 
to identifying the speaker by his voice utterance) and 
thereby to operate secured-system 2362. Algorithm 2366 
preferably further Serves for positively or negatively recog 
nizing the Verbal data, and if the positive identity has been 
established via algorithms 2354, as described above, posi 
tively or negatively correlating between at least Some of the 
Verbal data and the authenticated Speaker, where only if Such 
correlation is positive, the Speaker gains access to Secured 
system 2366. 
03.19. The verbal data spoken by the speaker may include 
any spoken phrase (at least one word), Such as, but not 
limited to, a name, an identification number, and a request. 
0320 In a preferred embodiment of the invention a single 
Security-center 2364 having one voice authentication algo 
rithm 2354 implemented therein communicates with a plu 
rality of Secured-Systems 2362, each of which having a 
different (second) voice authentication algorithm 2354, such 
that a Speaker can choose to access any one or a Subset of the 
plurality of secured-systems 2362 if authenticated. 

EXAMPLE 

0321 Reference is now made to the following example, 
which together with the above descriptions, illustrate the 
invention in a non limiting fashion. 
0322 FIGS. 24-27 describe a preferred embodiment of 
the System and method according to the present invention. 
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0323 Thus, as shown in FIG. 24, using his voice alone 
or in combination with a communication device, Such as, but 
not limited to, a computer connected to a network, a wire 
telephone, a cellular wireleSS telephone, a computer phone, 
a transmitter (e.g., radio transmitter), or any other remote 
communication medium, a user, Such as Speaker 2420, 
communicates with a Security-center 2424 and one or more 
Secured-Systems 2422, Such as, but not limited to, a com 
puter network (Secured-system No. 1), a voice mail system 
(Secured-System No. 2) and/or a bank’s computer System 
(secured-system No. N). 
0324. In a preferred embodiment the speaker uses a 
telephone communication mode, whereas all Secured-sys 
tems 2422 and security-center 2424 have an identical tele 
phone number, or the same frequency and modulation in 
case radio communication mode is employed. In any case, 
preferably the user Simultaneously communicates with 
Secured-Systems 2422 and Security-center 2424. In a pre 
ferred embodiment of the invention, for the purpose of the 
Voice verification or authentication procedure, each of 
Secured-Systems 2422 includes only a receiver 2426, yet is 
devoid of a transmitter. 

0325 FIG. 25 describes the next step in the process. 
Security-center 2424 performs a voice analysis of the 
incoming Voice, using, for example, (i) any prior art algo 
rithm of voice authentication 2530 and (ii) a conventional 
verbal recognition algorithm 2532 which includes, for 
example, Verbal identification of the required Secured-sys 
tem 2422 (No. 1,2,..., or N) access code (which also forms 
a request), a password and the Social Security number of 
speaker 2420. The false rejection threshold is set to a low 
level, say, below 0.5%, preferably about 0.3%, which ren 
ders the false acceptance level in the order of 4.6%. 

0326. After positive identification of the incoming voice 
is established, Security-center 2424 acknowledges the 
Speaker identification 2534 by, for example, transmitting an 
audio pitch 2536. Audio pitch 2536 is received both by 
Speaker 2420 and by the specific Secured-System 2422 (e.g., 
according to the System access code used by Speaker 2420). 
0327 FIG. 26 describes what follows. Security-center 
2424, or preferably secured-system 2422, performs voice 
authentication of the incoming voice using a Second Voice 
authentication algorithm 2638, which is different from voice 
authentication algorithm 2530 used by security-center 2424, 
as described above with respect to FIG. 25. 
0328. For example, voice authentication algorithm 2638 
may be a neural network Voice authentication algorithm, as, 
for example, described in U.S. Pat. No. 5,461,697. 
0329 Again, the false rejection threshold is set to a low 
level, say below 0.5%, preferably 0.3 or 0.1%. Following the 
above rational and calculations, as a result, for algorithms 
having EER value of about 2%, the false acceptance level 
(e.g., for 0.3%) falls in the order of 4.6%. 
0330. In a preferred embodiment of the invention secu 
rity-center 2424 and Secured-System 2422 are physically 
removed. Since the process of identification in Security 
center 2424 prolongs Some pre-Selected time interval, acti 
Vation of the Simultaneous voice verification in Secured 
system 2422 occurs at t=.DELTA.T after the receipt of audio 
pitch 2536 at secured-system 2422. This time delay ensures 
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that no identification will occur before the acknowledgment 
from Security-center 2422 has been received. 
0331. As shown in FIG. 27, final speaker identification 
2740 is established only when identification 2742a and 
2742b is established by both security system 2424 and 
Secured-System 2422, which results in accessibility of the 
Speaker to Secured-system 2422. 
0332 Thus, only if both security-center 2424 and 
secured-system 2422 have established positive voice veri 
fication, the Speaker has been positively identified and the 
process has been positively completed and access to 
Secured-System 2422 is, therefore, allowed, as indicated by 
2744. 

0333) If one of the systems 2422 and 2424 fails to verify 
the Speaker's voice, the process has not been positively 
completed and access to Secured-System 2422 is, therefore, 
denied. 

Voice Based System for Regulating Border 
Crossing 

0334 FIG. 28 depicts a method for determining eligibil 
ity of a perSon at a border crossing to croSS the border based 
on Voice Signals. First, in operation 2800, Voice Signals are 
received from a perSon attempting to croSS a border. The 
Voice Signals of the perSon are analyzed in operation 2802 to 
determine whether the perSon meets predetermined criteria 
to cross the border. Then, in operation 2804, an indication is 
output as to whether the perSon meets the predetermined 
criteria to cross the border. A more detailed description of 
processes and apparatuses to perform these operations is 
found below. 

0335) In one embodiment of the present invention 
described in FIG. 28, an identity of the person is determined 
from the Voice Signals. This embodiment of the present 
invention could be used to allow those perSons approved to 
croSS a border pass acroSS the border and into another 
country without having to present document-type identifi 
cation. In Such an embodiment, the predetermined criteria 
may include having an identity that is included on a list of 
perSons allowed to croSS the border. See the Section entitled 
“VOICE-BASED IDENTITY AUTHENTICATION FOR 
DATA ACCESS’’’ above for more detail on processes and 
apparatuses for identifying a perSon by Voice as well as the 
methods and apparatus Set forth above with reference to 
FIGS. 22-27 and below with reference to FIGS. 29-34. 

0336. The voice signals of the person are compared to a 
plurality of Stored Voice Samples to determine the identity of 
the perSon. Each of the plurality of Voice Samples is asso 
ciated with an identity of a perSon. The identity of the perSon 
is output if the identity of the person is determined from the 
comparison of the Voice Signal with the Voice Samples. 
Alternatively to or in combination with the identity of the 
perSon, the output could include a display to a border guard 
indicating that the perSon is allowed to pass. Alternatively, 
the output could unlock a gate or turnstile that blocks the 
person from crossing the border or otherwise hinders pas 
Sage into a country's interior. 
0337. In another embodiment of the present invention 
described in FIG. 28, emotion is detected in the voice 
Signals of the perSon. Here, the predetermined criteria could 
include emotion-based criteria designed to help detect Smug 
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gling and other illegal activities as well as help catch perSons 
with forged documents. For example, fear and anxiety could 
be detected in the Voice of a perSon as he or She is answering 
questions asked by a customs officer, for example. Another 
of the emotions that could be detected is a level of nervous 
neSS of the perSon. See the previous Sections about detecting 
emotion in Voice Signals for more detail on how Such an 
embodiment works. 

0338 FIG.29 illustrates a method of speaker recognition 
according to one aspect of the current invention. In operation 
2900, predetermined first final voice characteristic informa 
tion is Stored at a first site. Voice data is input at a Second Site 
in operation 2902. The voice data is processed in operation 
2904 at the second site to generate intermediate voice 
characteristic information. In operation 2906, the interme 
diate voice characteristic information is transmitted from the 
Second Site to the first site. 

0339. In operation 2908, a further processing at the first 
Site occurs of the intermediate Voice characteristic informa 
tion transmitted from the Second Site for generating Second 
final voice characteristic information. In operation 2910, it is 
determined at the first site whether the second final voice 
characteristic information is Substantially matching the first 
final Voice characteristic information and a determination 
Signal indicative of the determination is generated. 
0340 According to a second aspect of the current inven 
tion, FIG. 30 depicts a method of speaker recognition. In 
operation 3000, a plurality of pairs of first final voice 
characteristic information and corresponding identification 
information is stored at a first site. In operation 3002, voice 
data and one of the identification information are input at a 
Second Site. The one identification information is transmitted 
to the first site in operation 3004. In operation 3006, trans 
mitted to the second site is one of the first final voice 
characteristic information which corresponds to the one 
identification information as well as a determination factor. 
The voice data is processed in operation 3008 at the second 
Site to generate Second final Voice characteristic information. 
In operation 3010, it is determined at the second site whether 
the Second final voice characteristic information is Substan 
tially matching the first final Voice characteristic information 
based upon the determination factor and generating a deter 
mination signal indicative of the determination. 
0341. According to a third aspect of the current inven 
tion, a speaker recognition System, includes: a registration 
unit for processing voice data to generate Standard Voice 
characteristic information according the Voice data and 
Storing the Standard Voice characteristic information therein; 
a first processing unit for inputting test voice data and for 
processing the test voice data to generate intermediate test 
Voice characteristic information; and; a Second processing 
unit communicatively connected to the first processing unit 
for receiving the intermediate test Voice characteristic infor 
mation and for further processing the intermediate test Voice 
characteristic information to generate test Voice character 
istic information, the processing unit connected to the reg 
istration processing unit for determining if the test Voice 
characteristic information Substantially matches the Standard 
Voice characteristic information. 

0342. According to a fourth aspect of the current inven 
tion, a Speaker recognition System, includes: a first proceSS 
ing unit for processing voice data to generate Standard Voice 
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characteristic information according the Voice data and 
Storing the Standard Voice characteristic information with an 
asSociated id information; a Second processing unit opera 
tionally connected to the first processing unit for inputting 
the associated id information and test Voice data, the Second 
processing unit transmitting to the first processing unit the 
asSociated id information, the Second processing unit 
retrieving the Standard Voice characteristic information, the 
Second processing unit generating a test voice characteristic 
information based upon the test voice data and determining 
that the Standard Voice characteristic information Substan 
tially matches the test voice characteristic information. 
0343 Referring now to the drawings and referring in 
particular to FIG. 31, to describe the basic components of 
the Speaker recognition, a user Speaks to a microphone 3101 
to input his or her voice. A voice periodic sampling unit 3103 
Samples Voice input data at a predetermined frequency, and 
a voice characteristic information extraction unit 3104 
extracts predetermined Voice characteristic information or a 
final voice characteristic pattern for each Sampled Voice data 
Set. When the above input and extraction processes are 
performed for a registration or initiation process, a mode 
selection switch 3108 is closed to connect a registration unit 
3106 So that the voice characteristic information is stored as 
Standard Voice characteristic information of the Speaker in a 
Speaker recognition information Storage unit 3105 along 
with Speaker identification information. 

0344) Referring now to FIG. 32, an example of the stored 
information in the speaker recognition information storage 
unit 3105 is illustrated. Speaker identification information 
includes a Speaker's name, an identification number, the date 
of birth, a Social Security number and So on. In the Stored 
information, corresponding to each of the above Speaker 
identification information is the Standard Voice characteristic 
information of the Speaker. AS described above, the Standard 
Voice characteristic information is generated by the Voice 
processing units 3103 and 3104 which extracts the voice 
characteristics pattern from the predetermined Voice data 
inputted by the Speaker during the registration process. The 
final Voice characteristic information or the Voice charac 
teristic pattern includes a Series of the above described Voice 
parameterS. 

0345 Referring back to FIG. 31, when the mode selec 
tion Switch is closed to connect a speaker recognition unit 
3107, a speaker recognition process is performed. To be 
recognized as a registered speaker, a user first inputs his or 
her Speaker identification information Such as a number via 
an identification input device 3102. Based upon the identi 
fication information, the registration unit 3106 specifies the 
corresponding Standard Voice characteristic information or a 
final voice characteristic pattern Stored in the Speaker rec 
ognition information storage unit 3105 and transmits it to a 
speaker recognition unit 3107. The user also inputs his or her 
Voice data by uttering a predetermined word or words 
through the microphone 3101. The inputted voice data is 
processed by the voice periodic sampling unit 3103 and the 
Voice characteristic parameter extraction unit 3104 to gen 
erate test Voice characteristic information. The Speaker rec 
ognition unit 3107 compares the test voice characteristic 
information against the above Specified Standard Voice char 
acteristic information to determine if they Substantially 
match. Based upon the above comparison, the Speaker 
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recognition unit 3107 generates a determination signal 
indicative the above Substantial matching Status. 

0346) The above described and other elements of the 
Speaker recognition concept are implemented for a computer 
or telephone networks according to the current invention. 
The computer-network based speaker recognition Systems 
are assumed to have a large number of local processing units 
and at least one administrative processing unit. The network 
is also assumed to share a common data base which is 
typically located at a central administrative processing unit. 
In general, the computer-network based Speaker recognition 
Systems have two ends of a spectrum. One end of the 
Spectrum is characterized by heavy local-processing of the 
voice input while the other end of the spectrum is marked by 
heavy central-processing of the Voice input. In other words, 
to accomplish the Speaker recognition, the Voice input is 
processed primarily by the local-processing unit, the central 
processing unit or a combination of both to determine 
whether it Substantially matches a specified previously reg 
istered Voice data. However, the computer networks used in 
the current invention is not necessarily limited to the above 
described central-to-terminal limitations and include other 
Systems. Such as distributed Systems. 

0347 Now referring to FIG. 33, one preferred embodi 
ment of the Speaker recognition System is illustrated accord 
ing to the current invention. Local-processing units 3331-1 
through 3331-n are respectively connected to an adminis 
trative central processing unit 3332 by network lines 3333-1 
through 3333-n. The local-processing units 3331-1 through 
3331-n each contain a microphone 3101, a voice periodic 
Sampling unit 3103, a voice characteristic parameter extrac 
tion unit 3104, and a speaker recognition unit 3107. Each of 
the local-processing units 3331-1 through 3331-n is capable 
of inputting voice data and processing the Voice input to 
determine whether or its characteristic pattern Substantially 
matches a corresponding Standard Voice characteristic pat 
tern. The administrative central processing unit 3332 
includes a Speaker recognition data administration unit 3310 
for performing the administrative functions which include 
the registration and updating of the Standard Voice charac 
teristic information. 

0348. Now referring to FIG. 34, the above described 
preferred embodiment of the Speaker recognition System is 
further described in details. For the sake of simplicity, only 
one local processing unit 3331-1 is further illustrated addi 
tional components. For the local processing unit 3331-1 to 
communicate with the administrative processing unit 3332 
through the communication line 3333-1, the local processing 
unit 3334-1 provides a first communication input/output 
(I/O) interface unit 3334-1. Similarly, the administrative 
processing unit 3332 contains a Second communication I/O 
interface unit 3435 at the other end of the communication 
line 3333-1. In the following, the registration and the 
recognition processes are generally described using the 
above described preferred embodiment. 

0349 To register standard voice characteristic informa 
tion, the user inputs Voice data by uttering a predetermined 
set of words through the microphone 3101 and a user 
identification number through the ID input device 3102. The 
mode Switch 3108 is placed in a registration mode for 
transmitting the processed Voice characteristic information 
to the registration unit 3106 via the interfaces 3334-1, 3435 
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and the communication line 3333-1. The registration unit 
3106 controls the Speaker recognition information Storage 
unit 3105 for storing the voice characteristic information 
along with the Speaker identification number. 
0350. To later perform the speaker recognition process, a 
user specifies his or her user ID information via the user ID 
input device 3102. The input information is transmitted to 
the administrative processing unit 3332 through the inter 
faces 3334-1, 3435 and the communication line 3333-1. In 
response, the administrative processing unit 3332 Sends to 
the speaker recognition unit 3107 the standard voice char 
acteristic information corresponding to the Specified user ID. 
The Selection mode Switch is Set to the Speaker recognition 
mode to connect the speaker recognition unit 3107. The user 
also inputs his or her voice input through the microphone 
3101, and the periodic sampling unit 3103 and the voice 
characteristic information extraction unit 3104 process the 
Voice input for generating the test voice characteristic infor 
mation and outputting to the Speaker recognition unit 3107. 
Finally, the speaker recognition unit 3107 determines as to 
whether the test voice characteristic information Substan 
tially match the Selected Standard Voice characteristic infor 
mation. The determination is indicated by an output deter 
mination signal for authorizing the local processing unit 
3331-1 to proceed further transaction involving the admin 
istrative processing unit 3332. In Summary, the above 
described preferred embodiment Substantially processes the 
input voice data at the local processing unit. 

Voice-Enabled Control and Navigation on the 
Internet 

0351 FIG. 35 illustrates a method for recognizing voice 
commands for manipulating data on the Internet. First, in 
operation 3500, data is provided on a website. In operation 
3502, Voice Signals are received from a user who is access 
ing the website. These voice Signals are interpreted in 
operation 3504 to determine navigation commands. Selected 
data of the website is output in operation 3506 based on the 
navigation commands. 
0352. In one embodiment of the present invention, the 
data includes a voice-activated application. In Such an 
embodiment, the navigation commands may control eXecu 
tion of the application. In one example of an application of 
the invention, Internet banking Via Voice Signals may be 
allowed. 

0353. The user may be allowed to access the website 
from either a computer or a telephone, or both. Optionally, 
the Selected data may be output to a telephone. Such an 
embodiment could be used for messaging Services. For 
example, Speech to text technology may be used to "write' 
email over a telephone and without the need for a display. 
Text to speech technology could also be used to “read' email 
over a telephone. 
0354) A language may be determined from the voice 
Signals. Then, the Voice Signals would be interpreted in the 
language being Spoken by the user in order to determine the 
commands. This would be particularly useful in an interna 
tional customer Service System on the Internet. AS an option, 
artificial intelligence may be utilized to interact with the 
user, including Spoken replies and the like. 

Voice Controlled Content and Applications 
0355 FIG. 36 is a generalized block diagram of an 
information system 3610 in accordance with an embodiment 
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of the invention for controlling content and applications over 
a network via voice signals. Information system 3610 
includes an information distribution center 3612 which 
receives information from one or more remotely located 
information providers 3614-1,..., 3614-n and supplies or 
broadcasts this information to a terminal unit 3616. “Infor 
mation” as used herein includes, but is not limited to, analog 
Video, analog audio, digital video, digital audio, text Services 
Such as news articles, Sports Scores, Stock market quotations, 
and weather reports, electronic messages, electronic pro 
gram guides, database information, Software including game 
programs, and wide area network data. Alternatively or in 
addition, information distribution center 3612 may locally 
generate information and Supply this locally generated infor 
mation to terminal unit 3616. 

0356. The information transmitted by information distri 
bution center 3612 to terminal unit 3616 includes vocabu 
lary data representative of a Vocabulary of Spoken Sounds or 
words (“utterances”). This vocabulary provides, for 
example, for spoken control of a device 3618 and for spoken 
control of access to the information transmitted by informa 
tion distribution center 3612. Specifically, terminal unit 
3616 receives vocabulary data from information distribution 
center 3612 and speech ("utterance') data from a user. 
Terminal unit 3616 includes a processor for executing a 
Speech recognition algorithm for comparing the Vocabulary 
data and the spoken command data to recognize, for 
example, commands for controlling device 3618 or com 
mands for accessing information transmitted by information 
distribution center 3612. Terminal unit 3616 then appropri 
ately generates a command for controlling device 3618 or 
for accessing information transmitted by information distri 
bution center 3612. AS used herein, a speech recognition 
algorithm refers to an algorithm which converts Spoken 
audio input into text or corresponding commands. A speaker 
Verification algorithm refers to an algorithm which verifies 
the claimed identity of a Speaker based upon a Sample of the 
claimant's Speech. A Speaker identification algorithm refers 
to an algorithm which identifies a speaker from a list of 
previously Sampled alternatives based upon audio input 
from a Speaker. A speaker identification algorithm may be 
used, for example, to limit the ability to control the device 
and/or access information to particular Speakers. 

0357 The vocabulary data transmitted from information 
distribution center 3612 to terminal unit 3616 may, for 
example, be phoneme data. A phoneme is a member of the 
Set of the Smallest units of Speech that Serve to distinguish 
one utterance from another in a language or dialect. Each 
Sound or spoken word in the Vocabulary may thus be 
represented by a combination of phonemes. Alternatively, 
the Vocabulary data may be template data generated by 
having a perSon or perSons Speak each Sound or word. Each 
spoken Sound or word in the Vocabulary may thus be 
represented by a respective corresponding template. It 
should be noted that although the system of FIG. 36 
illustrates a System in which information from information 
providers 3614-1,..., 3614-n and the vocabulary data are 
transmitted over the Same communication link, the invention 
is not limited in this respect. Thus, information from infor 
mation service providers 3614-1, . . . , 3614-n and the 
Vocabulary data may be transmitted over different commu 
nications linkS. 
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0358 Many different arrangements may be utilized to 
provide the speech data to terminal unit 3616. In a first 
illustrative, but non-limiting, arrangement, a remote control 
is provided which includes a wireleSS microphone or related 
transducer for transmitting Sounds or words spoken by a user 
to terminal unit 3616 via electrical, optical, or radio fre 
quency signals. Terminal unit 3616 then includes a receiver, 
an analog front end for conditioning the received signal, a 
codec for performing an analog-to-digital conversion of the 
conditioned signal, and an interface circuit for interfacing to 
the processor. By conditioning is meant noise cancellation, 
noise reduction, filtering, and other known techniques for, 
for example, modifying a received electrical Signal origi 
nating from a Voice transducer. In a Second illustrative 
arrangement, a remote control is provided with a micro 
phone, an analog receiver for conditioning the Sound Signal 
from the microphone, a codec for performing an analog-to 
digital conversion of the conditioned signal, and a transmit 
ter for transmitting the digitized Sound data Signal to termi 
nal unit 3616 using, for example, infrared or radio frequency 
signals. Terminal unit 3616 then includes a receiver for 
receiving the digitized Sound data Signal and an interface 
circuit for interfacing to the processor. The digitized Sound 
data Signal will typically require a data transfer rate of at 
least 64 kbits per Second. 
0359. In a third illustrative arrangement, a remote control 
is provided with a microphone, an analog receiver for 
conditioning the Sound Signal from the microphone, a codec 
for performing an analog-to-digital conversion of the con 
ditioned signal, a digital Signal processor for analyzing the 
digitized Sound Signal to extract spectral data, and a trans 
mitter for transmitting the spectral data to terminal unit 3616 
using, for example, infrared signals. Terminal unit 3616 then 
includes a receiver for receiving the Spectral data and an 
interface circuit for interfacing to the processor. Because 
Spectral data is transmitted in this third arrangement as 
opposed to the digitized Sound data in the Second arrange 
ment, the data rate is much lower, i.e., less than 3610 kbits 
per Second. Because Spectral analysis is performed in the 
remote control, the loading of the processor of terminal unit 
3616 is reduced during the recognition operation by 30-50% 
as compared with the Second arrangement. In a fourth 
illustrative arrangement, terminal unit 3616 is provided with 
a microphone, an analog front end to condition the Sound 
Signal from the microphone, a codec to perform an analog 
to-digital conversion of the conditioned signal, and an 
interface circuit for interfacing to the processor. In a fifth 
illustrative arrangement, terminal unit 3616 is provided with 
a microphone, an analog front end to condition the Sound 
Signal from the microphone, a codec to perform an analog 
to-digital conversion of the conditioned signal, a digital 
Signal processor for analyzing the digitized Sound Signal to 
extract spectral data, and an interface circuit for interfacing 
to the processor bus. The digital Signal processor in the fifth 
arrangement is used to lower loading on the processor of 
terminal unit 3616 as compared with the fourth arrangement. 
These various arrangements are illustrative only and other 
arrangements may be utilized to provide Speech data to 
terminal unit 3616 within the scope of the instant invention. 
0360 The vocabulary data transmitted by information 
distribution center 3612 may define commands which a user 
may speak to control device 3618. Device 3618 may be any 
device which is capable of being operated in response to 
user-Supplied commands and the instant invention is not 
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limited in this respect. Thus, device 3618 may be, for 
example, a television, a Stereo receiver, a Video cassette 
recorder, an audio cassette recorder, a compact disc (CD) 
player, a Video disc player, a Video game player, or a 
computer. AS an illustration, assume that device 3618 is a 
computer which is plugged into a Switched power outlet of 
terminal unit 3616 and that it is desired to allow a user to 
control the on and off Switching of the computer by Speaking 
the commands “POWER ON” and “POWER OFF", respec 
tively. Information distribution center 3612 would then 
transmit to terminal unit 3616 phonemic or template vocabu 
lary data defining a command vocabulary having the words 
POWER, ON, and OFF. When the user says either “POWER 
ON” or “POWER OFF" and the speech data corresponding 
to the command is provided to terminal unit 3616 using any 
of the arrangements described above, the processor of ter 
minal unit 3616 executes the Speech recognition algorithm 
to compare the spoken command with the phonemic or 
template data representing the command Vocabulary in order 
to recognize the Spoken command. Terminal unit 3616 then 
appropriately controls device 3618, i.e., either Switching the 
computer on or off. Since the computer is plugged into a 
Switched power outlet of terminal unit 3616 as described 
above, the on and off Switching of the computer is imple 
mented internally to terminal unit 3616. However, the 
instant invention is also applicable to Situations where the 
recognized command is passed to device 3618 for execution 
via a communication link. Such a communication link may, 
for example, be the Internet, an infrared link, an RF link, a 
coaxial cable, a telephone network, a satellite system, or an 
optical fiber and the invention is not limited in this respect. 

0361 The vocabulary data may alternatively or addition 
ally define words and commands which a user may speak to 
access information transmitted from information distribu 
tion center 3612. This feature permits a user to perform tasks 
which would be very difficult to perform with a menu driven 
user interface. For example, this feature can be used to 
perform a keyword Search of the titles of news articles 
transmitted from information distribution center 3612 using 
a “SEARCH KEYWORDS” command. Specifically, infor 
mation distribution center 3612 determines which individual 
words are to Serve as the keywords and generates a phone 
mic or template "dictionary' which maps these keywords to 
phonemes or templates. Information distribution center 3612 
transmits the news articles and the dictionary to terminal 
unit 3616 where they are stored in memory. For each 
keyword, terminal unit 3616 generates the corresponding 
phonemic or template String using the dictionary. The String 
is then "registered” with the Speech recognition algorithm as 
a single recognizable utterance, i.e., it becomes a basic part 
of the Speech recognition algorithm's vocabulary. The reg 
istration includes Specifying an identifier for the phonemic 
or template String which could be a numerical value or the 
keyword itself. When the user then speaks the “SEARCH 
KEYWORDS” command, a display dedicated to this com 
mand is provided, for example, on a display device associ 
ated with terminal unit 3616 or on a computer connected to 
terminal unit 3616. The user may then speak a command 
“ONLY KEYWORD" to limit the search by terminal unit 
3616 to news articles transmitted by information distribution 
center 3612 having the spoken KEYWORD in the title. The 
user may then Speak additional keywords to refine the Search 
or may view the news articles having the Spoken keyword in 
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the title. It can readily be seen that performing Such a task 
using a conventional menu driven user interface would be 
extremely difficult. 
0362 FIGS. 37A, 37B, and 37C are a block diagram of 
a Subscription television System in which the instant inven 
tion is incorporated. It will of course be apparent that the 
instant invention may be applied to information Systems 
other than a Subscription television System and the invention 
is not limited in this respect. A Subscription television 
System provides information to a plurality of Subscriber 
locations, e.g., 3720-1,..., 3720-n (see FIG. 37C). The 
information may include, but is not limited to analog video, 
analog audio, digital video, digital audio, text Services Such 
as news articles, Sports Scores, Stock market quotations, and 
weather reports, electronic messages, electronic program 
guides, database information, Software including game pro 
grams, and wide area network data. Referring to FIG. 37A, 
Subscription television System includes a plurality of infor 
mation providers 3714-1, . . . , 3714-in each of which may 
Supply one or more of the information types identified 
above. For example, information provider 3714-2 includes 
an information source 3715 for providing an analog televi 
sion signal to a transmitter 3718. Transmitter 3718 is 
coupled to an Internet uplink 3721 which transmits an 
analog television signal 3722-2. Information providers 
3714-1 and 3714-3 each provide digital information from an 
information source 3715 to a respective encoder 3716 that 
generates an encoded data Stream for transmission. Infor 
mation source 3715 of information providers 3714-1 and 
3714-3 may be a memory such as an optical memory for 
Storing information. If either of information providers 
3714-1 and 3714-3 provides a variety of information, e.g., a 
plurality of different game programs or different types of text 
Services or a plurality of digital television or audio pro 
grams, encoder 3716 may multiplex the information to 
generate a multiplexed data Stream for transmission. The 
data stream from encoder 3716 is supplied to a transmitter 
3718 and then to an Internet uplink 3721. By way of 
example FIG. 37A, the encoder 3716 operated by informa 
tion provider 3714-1 generates a digital data signal 3722-1 
and the encoder 3716 operated by information provider 
3714-3 generates a digital data signal 3722-3. Each signal 
3722-1, 3722-2, and 3722-3 is transmitted via the Internet 
3723 to a head-end installation 3725 (see FIG. 37B). It is 
understood that there may be many information providers in 
the System of the instant invention, and therefore a plurality 
of signals may be transmitted via the Internet 3723 to 
locations such as headend installation 3725. Although not 
shown, Signals may be received at locations other than a 
head-end installation, Such as, for example, at the locale of 
a direct broadcast service(DBS) subscriber. In addition, 
while the link between the information providers and the 
head-end installation is shown as a network link, the inven 
tion is not limited in this respect. Accordingly, this link may, 
for example, be a coaxial cable, a telephone network, a 
Satellite System, the Internet, a radio frequency (RF) link, or 
an optical fiber or any combination thereof. Further, while 
the information providers of FIG. 37A are remotely located 
from head-end installation 3725, one or more information 
providers may be physically located at the same Site as 
head-end installation 3725. 

0363) Referring to FIG.37B, an Internet down-link3724 
at head-end installation 3725 provides received signals 
3722-1, 3722-2, and 3722-3. Head-end installation 3725 
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Serves as a communications hub, interfacing to the various 
information providers, and connecting them on a conditional 
basis to subscriber locations 3720-1, . . . , 3720-n. For 
example, received digital data Signal 3722-1 is Supplied to a 
receiver 3726-1 and then to a modulator 3728-1, where it is 
modulated onto a distinct cable channel. Modulator 3728-1 
may employ any Suitable modulation technique Such as 
quadrature partial response (QPR) modulation. Received 
analog television signal 3722-2 is Supplied to a receiver 
3726-2, then to a scrambler 3730 for scrambling, and then to 
a modulator 3728-2, where it is modulated into a distinct 
cable channel. AS will be discussed in detail below, Scram 
bler 3730 also inserts in-band data into analog television 
signal 3722-2. It will be apparent that additional receivers, 
modulators, and, optionally, Scramblers may be similarly 
provided for digital and analog information signals received 
from other information providers, either local or remote (not 
shown). 
0364 Received digital data signal 3722-3 is provided to 
an information signal processor (ISP) 3742 so that it may be 
transmitted using So-called in-band or out-of-band transmis 
Sions. Other data streams (not shown) from other informa 
tion providers may also be provided to ISP 3742. ISP 3742 
is responsible for receiving the one or more data Signals and 
then transmitting data to the Subscriber terminal locations as 
will now be described. ISP 3742 provides data to scrambler 
3730. ISP 3742 may provide data to additional scramblers 
depending on factorS Such as the amount of data to be 
transmitted and the Speed at which the data must be Supplied 
and updated. Data is repetitively sent out by Scrambler 3730. 
If there is only one Scrambler and a large amount of data, the 
repetition rate will be slow. Use of more than one scrambler 
allows the data repetition rate to increase. 

0365 Specifically, scrambler 3730 places data in-band 
for transmission to Subscribers, along with Scrambling the 
asSociated analog television signal 3722-2. In one arrange 
ment, data is placed in the vertical blanking interval of the 
television signal, but data may be placed elsewhere in the 
Signal and the invention is not limited in this respect. For 
example, data could be amplitude modulated on a Sound 
carrier as is well known. As herein described, in-band 
transmission means the transmission of data within the Video 
television channel comprising both audio and Video carriers. 
Thus, the data from ISP 3742 may be transmitted by 
amplitude modulation on the Sound carrier, hereinafter in 
band audio data, or in the vertical or horizontal blanking 
periods of an analog television signal, hereinafter in-band 
video data. ISP3742 may also be arranged to supply the data 
for transmission during unused portions a digital data Stream 
such as an MPEG compressed video data stream. 

0366 ISP 3742 can also receive and/or generate infor 
mation locally. For example, ISP 3742 may generate mes 
Sages for transmission to Subscribers concerning upcoming 
events or Service interruptions or changes. If received from 
an information Service provider, the information may either 
be transmitted as received or be reformatted by ISP 3742, 
then supplied to scrambler 3730 for transmission to Sub 
Scribers. 

0367 ISP 3742 also passes information to a head-end 
controller (“HEC) 3732, which is connected to scrambler 
3730 and an out-of-band transmitter 3734. Although HEC 
3732 is illustrated as being connected to the same scrambler 
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as ISP 3742, HEC 3732 may in fact be connected to a 
different scrambler or scramblers. HEC 3732 may conve 
niently be a Scientific-Atlanta Model 8658 for controlling 
transmission of data to Scrambler 3730 and out-of-band 
transmitter 3734. As noted above, scrambler 3730 places 
data in-band for transmission to Subscribers, along with 
Scrambling an associated television signal. Out-of-band 
transmitter 3734 transmits information on a separate carrier, 
i.e., not within a channel. In one implementation, the out 
of-band carrier is at 108.2 MHz, but other out-of-band 
carriers may also be used. The information transmitted under 
the control of HEC 3732 may, for example, be descrambling 
data. In one arrangement, information is inserted in each 
Vertical blanking interval to indicate the type of Scrambling 
employed in the next video field. Scrambling Systems are 
well known in the art. For example, Sync Suppression 
Scrambling, Video inversion Scrambling, and the like, or 
Some combination of Scrambling techniques may be used. 
Further, authorization information can be transmitted. 
Authorization information authorizes Subscribers to receive 
certain channels or programs. Information from ISP 3742 
and/or HEC 3732 may also be transmitted over non 
Scrambled channels via data repeaters (not shown) Such as a 
Scientific-Atlanta Model 8556-100 data repeater as either 
in-band audio or Video data. 

0368 Some of the transmitted information is global, i.e., 
it is transmitted to every Subscriber. For example, the 
descrambling data may be a global transmission. It is noted 
that just because each Subscriber receives the descrambling 
data does not mean that each Subscriber terminal unit can 
descramble a received signal. Rather, only authorized Sub 
Scriber terminal units are capable of descrambling the 
received signal. On the other hand, Some information trans 
missions may be addressed transmissions. For example, 
authorization information would normally be addressed to 
individual Subscribers. That is, when transmitted, the data 
will have an address (for example, a Subscriber terminal unit 
serial number) associated with it. The addressed subscriber 
terminal unit receives the information and responds accord 
ingly. Other Subscriber terminal units will ignore the data. 
Further, there can be group addressed data, which will affect 
groups of Subscriber terminal units. 
0369. The outputs of modulators 3728-1, 3728-2, any 
additional modulators, and out-of-band transmitter 3734 are 
supplied to a combiner 3736 that combines the individual 
channels into a single wide-band Signal that is then trans 
mitted via distribution network 3738 to a plurality of Sub 
scriber locations 3720-1, . . . , 3720-n (see FIG. 37C). 
Distribution network 3738 may include, for example, one or 
more optical transmitters 3740, one or more optical receivers 
3742, and a coaxial cable 3744. 

0370. As indicated in FIG. 37B, subscription television 
System may include a plurality of head-end installations 
which each provide information to locations in a particular 
city or geographic region. A central control 3746 may be 
provided to coordinate the operation of various head-end 
installations in Subscription television System. Central con 
trol 3746 is often associated with the central office of a 
multi-Service operator and may communicate with and con 
trol head-end installations in many cities. Central control 
3746 includes a system control computer 3748 that directs 
the other components of central control 3746. One example 
of a system control computer 3748 is a Scientific-Atlanta 
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System Manager 3610 network controller. Central control 
3746 may, for example, provide billing services for the 
Service provider, including billing for pay-per-view events. 
A billing computer 3750 stores billing data and may also 
format and print bills. Communication between System 
control computer 3748 and HEC 3732 may be via modem, 
although the invention is not limited in this respect. Autho 
rization data may be transmitted from System control com 
puter 3748 to HEC 3732. HEC then 3732 appropriately 
formats the authorization data and transmits the formatted 
authorization data to Subscriber terminal units either in-band 
through scrambler 3730 or out-of-band through out-of-band 
data transmitter 3734 as discussed above. 

0371 Head-end installation 3725 also includes an RF 
processor 3752 for receiving reverse path data communica 
tions from Subscriber locations 3720-1,..., 3720-n. These 
data communications may include billing information for 
impulse-pay-per-view purchases which may be forwarded to 
system control computer 3748 and may also include Sub 
Scriber requests for database information maintained at 
head-end installation 3725. For example, a database server 
3754 such as an Oracle. RTM. database server may provide 
access to reference materials. Such as encyclopedias, atlases, 
dictionaries, and the like. The Subscriber request is for 
warded from RF processor 3752 to an information request 
processor 3756 which accesses database 3754 for the 
requested information and forwards the requested informa 
tion to the requesting Subscriber, for example, via an 
addressed in-band or out-of-band transaction as described 
above. In addition, information request processor 3756 may 
also access a communications network 3758 in order to 
provide Subscriber access to other Services Such as Banking 
Services. 

0372. As the amount of the data transmitted between the 
head-end installation and the Subscriber locations increases, 
increased use will likely be made of out-of-band and digital 
transmission. For example, 50 MHz of bandwidth may be 
dedicated to digital data (non-video) transmission, both 
forward channel (to the Subscriber terminal unit) and reverse 
channel (from the subscriber terminal unit). 200 MHz or 
more may also allocated to digital video and 300 MHz to 
500 MHz may be allocated for analog video. Accordingly, 
although various illustrative transmission techniques are 
discussed above, the present invention is not limited in any 
respect by the manner in which information is communi 
cated between the head-end installation and the Subscriber 
locations. 

0373) Referring to FIG. 37C, each subscriber location 
3720-1,..., 3720-n includes a subscriber terminal unit 3760 
connected to distribution network 3738. “Subscriber loca 
tion' as used herein refers to any location which is remotely 
located with respect to head-end installation 3725. In accor 
dance with the instant invention, a Subscriber terminal may, 
for example, be located in a home, a classroom, a hotel 
room, a hospital room, or an office. Each Subscriber terminal 
unit 3760 may be coupled to one or more devices 
3762-1, . . . , 3762-n. Devices 3762-1, . . . , 3762-n may 
include devices which are capable of being operated in 
response to user-Supplied commands and the instant inven 
tion is not limited in this respect. Thus, the devices may 
include televisions, Stereo receivers, Video cassette recorders 
(VCRs), audio cassette recorders, compact disc (CD) play 
ers, Video disc players, Video game players, computers, and 
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the like. Certain ones of the devices may be operatively 
connected together. Thus, as shown in FIG. 37C, device 
3762-1 is connected to device 3762-2. For example, device 
3762-2 may be a television and device 3762-1 may be a 
Video cassette recorder. For purposes of discussion, it will be 
assumed that device 3762-1 is a video cassette recorder and 
that device 3762-2 is a television. One or more of devices 
3762-1,..., 3762-n may be connected to Switched power 
outlets of subscriber terminal unit 3760, whereby subscriber 
terminal unit 3760 may internally effect the on and off 
Switching of these devices. A remote control unit 3766 
communicates information to Subscriber terminal unit 3760 
over a communication link 3768. Communication link 3768 
may, for example, be an infrared link. 

Language Translation 
0374. The system of the present invention makes use of 
a lexicon and a constrained set of grammar rules to translate 
a language. The lexicon comprises linguistic units divided 
into four classes. Each linguistic unit is (1) a single word, 
Such as “dog” or “government”; or (2) a combination of 
words, Such as "parking space' or “prime minister”; or (3) 
a proper name; or (4) a word with a definition unique to the 
invention; or (5) one form of a word with multiple meanings. 
In the latter case, each definition of the word represents a 
different linguistic unit, the various definitions may appear 
as entries in different form classes. For purposes of auto 
mation, each definition is distinguished, for example, by the 
number of periods appearing at the end of the word. The 
entry for the first (arbitrarily designated) definition is listed 
with no period, the entry representing the Second definition 
is listed with one period at its end, and So on. Alternatively, 
different word Senses can be identified numerically, e.g., 
using Subscripts. 
0375 Words unique to the invention may make up a very 
Small proportion of the total lexicon, and none of these 
words is specific to the invention or alien to the natural 
language upon which it is based. Instead, invention-specific 
words are broadened in connotation to limit the overall 
number of terms in the lexicon. For example, in a preferred 
implementation, the word “use' is broadened to connote 
employment of any object for its primary intended purpose, 
So that in the Sentence "Jake use book, the term connotes 
reading. The word “on” may be used to connote time (e.g., 
(igo-to ballgame) on yesterday). If desired for ease of use, 
however, the invention-Specific words can be eliminated 
altogether and the lexicon expanded accordingly. 
0376 The invention divides the global lexicon of allowed 
terms into four classes: “things” or nominal terms that 
connote, for example, people, places, items, activities or 
ideas, identified herein by the code T. “connectors” that 
Specify relationships between two (or more) nominal terms 
(including words typically described as prepositions and 
conjunctions, and terms describing relationships in terms of 
action, being, or states of being), identified herein by C.; 
"descriptors' modifying the State of one or more nominal 
terms (including words typically described as adjectives, 
adverbs and intransitive verbs), identified herein by D; and 
"logical connectors' establishing Sets of the nominal terms, 
identified herein by C. The preferred logical connectors are 
“and” and “or. 

0377 Naturally, the lexicon cannot and does not contain 
a list of possible proper names, instead, proper names, like 
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other words not recognized by the invention, are returned 
inside angle brackets to indicate that translation did not 
occur. The System also does not recognize verb tenses, 
connectors are phrased in the present tense, Since tense is 
easily understood from context. Tense may nonetheless be 
indicated, however, by Specifying a time, day and/or date. 
0378 Sentences in accordance with the invention are 
constructed from terms in the lexicon according to four 
expansion rules. The most basic Sentences proceed from one 
of the following three constructions (any of which can be 
created from a T term in accordance with the expansion rules 
set forth hereinbelow). These structures, which represent the 
Smallest possible Sets of words considered to carry infor 
mation, are the building blocks of more complex Sentences. 
Their structural Simplicity facilitates ready translation into 
conversational, natural-language Sentences; thus, even com 
plex Sentences in accordance with the invention are easily 
transformed into natural-language equivalents through 
modular analysis of the more basic sentence components (a 
proceSS facilitated by the preferred representations described 
later). 
0379 Basic Structure 1 (BS1) is formed by placing a 
descriptor after a nominal term to form the structure TD. 
BS1 sentences such as “dog brown' and “Bill Swim' readily 
translate into the English sentence “the dog is brown” (or the 
phrase “the brown dog”) and “Bill swims.” 
0380 BS2 is formed by placing a connector between two 
nominal terms to form the structure TCT, BS2 sentences 
Such as “dog eat food readily translate into English equiva 
lents. 

0381 BS3 is formed by placing a logical connector 
between two nominal terms to form a Series represented by 
the Structure TCT, ... The Series can be a Single conjunction, 
such as “Bob and Ted,” or compound structure such as “Bob 
and Ted and Al and Jill” or “red or blue or green.” 
0382. A sentence comprising one or more of the basic 
Structures Set forth above may be expanded using the 
following rules: 

0383 Rule I: To a nominal term, add a descriptor 
(T->TD) 
0384. In accordance with Rule I, any linguistic unit from 
the nominal class can be expanded into the original item 
followed by a new item from the descriptor class, which 
modifies the original item. For example, “dog” becomes 
“dog big.” Like all rules of the invention, Rule I is not 
limited in its application to an isolated nominal term 
(although this is how BS1 sentences are formed); instead, it 
can be applied to any nominal term regardless of location 
within a larger Sentence. Thus, in accordance with Rule I, 
TD1->(TD2)D1. For example, “dog big” becomes “(dog 
brown) big” (corresponding to English sentence, “the brown 
dog is big”). 
0385) The order of addition may or may not be important 
in the case of consecutive adjectives, Since these indepen 
dently modify T; for example, in “(dog big) brown,” the 
adjective “big” distinguishes this dog from other dogs, and 
“brown' may describe a feature thought to be otherwise 
unknown to the listener. The order of addition is almost 
always important where a D term is an intransitive verb. For 
example, expanding the TD Sentence “dog run” (corre 
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sponding to “the dog runs' or “the running dog”) by addition 
of the descriptor “fast' forms, in accordance with Rule I, 
“(dog fast) run” (corresponding to “the fast dog runs). To 
express “the dog runs fast,” it is necessary to expand the TD 
sentence “dog fast” with the descriptor “run” in the form 
“(dog run) fast.” 
0386 Applying expansion Rule I to the structure BS2 
produces TCT->(TD)CT. For example, “dog eat food” 
becomes “(dog big) eat food.” Rule I can also be applied to 
compound nominal terms of the form TCT, so that a struc 
ture of form BS3 becomes TCT->(TCT)D. For example, 
“mother and father” becomes “(mother and father) drive.” In 
this way, multiple nominal terms can be combined, either 
conjunctively or alternatively, for purposes of modification. 
It should also be noted that verbs having transitive Senses, 
Such as “drive,” are included in the database as connectors 
as well as descriptors. Another example is the verb "cap 
size,” which can be intransitive (“boat capsize”) as well as 
transitive (“captain capsize boat’). 
0387 Rule IIa. To a nominal term, add a connector and 
another nominal term (T->TCT). 
0388. In accordance with Rule IIa, any linguistic unit 
from the nominal class can be replaced with a connector 
Surrounded by two nominal entries, one of which is the 
original linguistic unit. For example, "house' becomes 
“house on hill.” Applying expansion Rule IIa to BS1 pro 
duces TD->(TCT)D; for example, "gloomy house” becomes 
“(house on hill) gloomy,” or “the house on the hill is 
gloomy.” 

0389 Rule IIa can be used to add a transitive verb and its 
object. For example, the compound term “mother and 
father” can be expanded to “(mother and father) drive car.” 
0390 Rule IIb: To a nominal term, add a logical connec 
tor and another nominal term (T->TCT). 
0391) In accordance with Rule IIb, any linguistic unit 
from the nominal class can be replaced with a connector 
Surrounded by two nominal entries, one of which is the 
original linguistic unit. For example, “dog” becomes “dog 
and cat.” 

0392 Again, for purposes of Rule IIa and Rule IIb, a 
nominal term can be a composite consisting of two or more 
nominal terms joined by a connector. For example, the 
expansion "(john and bill) go-to market satisfies Rule IIa. 
Subsequently applying Rule I, this Sentence can be further 
expanded to "((john and bill) go-to market) together. 
0393 Rule III: To a descriptor, add a logical connector 
and another descriptor (D->DCD). 
0394. In accordance with Rule III, a descriptor can be 
replaced with a logical connector Surrounded by two 
descriptors, one of which is the original. For example, “big” 
becomes “big and brown.” Applying expansion Rule EIII to 
BS1 produces TD->T(DCD); for example “dog big” 
(equivalent to “the dog is big,” or “the big dog”) becomes 
“dog (big and brown)' (equivalent to “the dog is big and 
brown” or “the big brown dog”). 
0395. The manner in which these rules are applied to 
form acceptable Sentences in accordance with the invention 
is shown in FIG. 38. Beginning with a nominal term such as 
cat, shown at 3810, any of the three basic structures can be 
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formed by following expansion Rules I, IIa and IIb as shown 
at 3812, 3814,3816, respectively, to produce “cat striped” 
(BS1), “cat on couch” (BS2) or “cat and Sue” (BS3). 
Iterative application of expansion rule IIa at 3818 and 3820 
produces structures of the forms TC1 T1->(TC1 T1)C2 T2 
or “((cat on couch) eat mouse)” and (TC1T1)C2 T2->(TC1 
T1)C2 T2)C3T3 or “(((cat on couch) eat mouse) with tail).” 
Expansion rule I can be applied at any point to a Tlinguistic 
unit as shown at 3822 (to modify the original T, cat, to 
produce “(happy cat) on couch”) and 3824 (to modify “eat 
mouse”). Rule III can also be applied as shown at 3826 (to 
further modify cat to produce "(((happy and striped) cat) on 
couch)") and 3828 (to further modify “eat mouse”). 
0396 Expansion Rule I can be applied iteratively as 
shown at 3812, 3830 to further modify the original T 
(although, as emphasized at 3830, a descriptor need not be 
an adjective). Expansion Rule IIa is available to show action 
of the modified T (as shown at 3832), and Rule I can be used 
to modify the newly introduced T (as shown at 3834). Rule 
I can also be used to modify (in the broad sense of the 
invention) a compound subject formed by Rule IIb, as 
shown at 3836. 

0397) The order in which linguistic units are assembled 
can Strongly affect meaning. For example, the expansion 
TC1 T1->(TC1 T1)C2 T2 can take multiple forms. The 
construct "cat hit (ball on couch)” conveys a meaning 
different from “cat hit ball (on couch).” In the former the ball 
is definitely on the couch, and in the latter the action is 
taking place on the couch. The sentence “(john want car) 
fast' indicates that the action should be accomplished 
quickly, while "(john want (car fast))” means that the car 
should move quickly. 
0398. A more elaborate example of the foregoing expan 
sion rules, which illustrates the utility of the invention in 
representing a natural-language discussion, appears in the 
following table: 

TABLE 8 

Zairian health officials said 97 people have died from the Ebola 
virus 

SO 

far. Jean Tamfun, a virologist, who helped identify the virus in 
1976, 

criticized the government's quarantines and roadblocks as 
ineffective. 

On 
Saturday the quarantine on the Kikwith region was officially 

lifted. 
health-officialis of Zaire 

people 97 
dead 
because-of 

virus named ebola 
jean-tamfun be * 
virologist in Zaire 
he help * 
scientist/s identify 
virus named ebola 
*in 1976 
jean-tamfun criticize 
government of Zaire 
he say 
quarantine?s ineffective 
*and 
roadblock is ineffective 
government end 
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TABLE 8-continued 

quarantine of 
region named kikwit 
*on saturday 

0399. A representative hardware implementation of the 
invention is shown in FIG. 39. AS indicated therein, the 
system includes a main bi-directional bus 3900, over which 
all System components communicate. The main Sequence of 
instructions effectuating the invention, as well as the data 
bases discussed below, reside on a mass storage device (Such 
as a hard disk or optical storage unit) 3902 as well as in a 
main system memory 3904 during operation. Execution of 
these instructions and effectuation of the functions of the 
invention is accomplished by a central-processing unit 
(“CPU”) 3906. 
0400. The user interacts with the system using a keyboard 
3910 and a position-sensing device (e.g., a mouse) 3912. 
The output of either device can be used to designate infor 
mation or Select particular areas of a Screen display 3914 to 
direct functions to be performed by the system. 

04.01 The main memory 3904 contains a group of mod 
ules that control the operation of CPU 3906 and its inter 
action with the other hardware components. An operating 
system 3920 directs the execution of low-level, basic system 
functions Such as memory allocation, file management and 
operation of mass storage devices 3902. At a higher level, an 
analysis module 3925, implemented as a series of stored 
instructions, directs execution of the primary functions 
performed by the invention, as discussed below; and instruc 
tions defining a user interface 3930 allow straightforward 
interaction over screen display 3914. User interface 3930 
generates words or graphical images on display 3914 to 
prompt action by the user, and accepts user commands from 
keyboard 3910 and/or position-sensing device 3912. 

0402 Main memory 3904 also includes a partition defin 
ing a Series of databases capable of Storing the linguistic 
units of the invention, and representatively denoted by 
reference numerals 3935, 3935, 3935,3935. These data 
bases 3935, which may be physically distinct (i.e., stored in 
different memory partitions and as Separate files on Storage 
device 3902) or logically distinct (i.e., stored in a single 
memory partition as a structured list that may be addressed 
as a plurality of databases), each contain all of the linguistic 
units corresponding to a particular class in at least two 
languages. In other words, each database is organized as a 
table each of whose columns lists all of the linguistic units 
of the particular class in a Single language, So that each row 
contains the Same linguistic unit expressed in the different 
languages the System is capable of translating. In the illus 
trated implementation, nominal terms are contained in data 
base 3935, and a representative example of the contents of 
that database in a single language (English)—that is, the 
contents of one column in what would be a multi-column 
working database-appears in Table 9, connectors are con 
tained in database 3935, an exemplary column of which 
appears in Table 10, descriptors are contained in database 
3935, an exemplary column of which appears in Table 11; 
and logical connectors (most simply, “and” and "or") are 
contained in database 3935. 
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TABLE 2 TABLE 2-continued 

NOMINATIVE TERMS NOMINATIVE TERMS 

actor argument bathrobe boat butter coal danger CSS ly hair 
address al bathtub body butterfly coat date egypt ood hairdresser 
advertise- army battery bolivia button cockroach 
ment arrival beach bomb cabbage daughter elbow OOt half 
advice art cal Ole cabin COCOa day electricity 
africa artist ea book cafe ootball 
afternoon alle 

asia beard border cake coffee death elevator Orest hand 
age attic bed bottle camel collar debt end ork handkerchief 
aim august bedroom bottom Calea colombia 
air aunt ee bowl camp december enemy OX 
airplane color decision energy aCe harbor 

australia beef OX canada comb degree engine riday harwest 
airport austria ee boy canal comfort denmark engineer riend hat 
algeria author beet bracelet competition 

candle dentist england rOg le 
altitude computer 

authority beginning brain Cale departure entrance rOnt head 
aluminum concert desert envelope ruit health 

avalanche behavior brake capital condition 
ambassador dessert ethiopia uneral heart 

baby belgium aSS captain connection 
amount back bell brazil Ca diarrhea europe game heel 
animal backpack belt bread cardboard conversation 
ankle bag benefit breakfast dictionary 

cargo CXCSC garden ce 
aSWC baker beverage breath carpenter digestion exhibition 
ant balcony bicycle brick carpet garlic highway 
apartment cook dining- exit gasoline hole 

ball bill bridge carrot copper OO expense gauge holiday 
appetite holland Key luggage movie pain 

alala billiard OO cash honey kidney lunch mushroom 
apple bandage bird brother cat painting 
appointment horse kind lung mustard pair 

bank birth brush cattle horse-race 
barley birthday building king machine nail pakistan 

cauliflower hospital 
apricot al bladder bulgaria kitchen magazine nail-file 

cellar pancake 
april barrel blanket bullet cemetery hotel Klee magic ale panic 
acchitect hour knife maid nature pants 

basket blood OS chain house kuwait mail neck paper 
argentina hungary aCC malaysia necklace 

bath blouse butcher chair parachute 
cheek copy dinner export germany husband adder malta needle parents 
CleeSe corkscrew direction eye gift I ake al neighbor 
chemistry parking 

CO disease aCC girl ice amb map nepal part 
cherry cost dish actory glass ice-cream 
CeSS cotton distance all glasses anguage march netherlands 
chest couch document amily glove partridge 
chicken country dog al glue iceland awyer market ew- passport 
child courage donkey ather goat idea ead marriage Zealand ea 
chile cousin COO ebruary import eaf match newspaper 

god eaCe 
chin COW drawing erry gold india eather mattress nicaragua 
china cracker Ceal lig goose ea 
chocolate indonesia 

Cale CeSS Llnger government ebanon may nigeria beasant 
christmas information 

Ceal driver fingernail €g meat night e 
grape ink CO medicine noodle pencil 

church crib Cl inland grapefruit insect etter meeting OO people 
cigar crime duck le grass insurance 
cigarette iberia melon north- pepper 

cuba dust fish greece interpreter ibrary member america persia 
circle cucumber eagle list group invention 
citizen Cup ea Ca guard ibya memorial north-pole 
clock curtain earring flood guest e 
clothing iran icense metal norway pharmacy 

Czechoslov earthquake OO guide iraq ife mexico OSC philippines 
cloud akia ecuador O gun ireland ight middle movember 
clove damage education OWe gymnastics physician 
club dance eel flute hail iron ight-bulb 
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island 
israel 
it 
italy 
january 
japan 
iewel 
ob 

ioke 
iordan 
iuice 
july 
iune 
Kenya 
plum 
pocket 
poison 
poland 
police 
officer 
Orter 

portual 
post-office 

postcard 

Ot 

botato 
powder 

prison 
problem 
property 

Se 

quarter 

queen 
question 
rabbit 

radio 
rag 

rain 
raincoat 

rat 

aZO 

receipt 
record 
player 
refrigerator 
religion 

rent 
restaurant 

result 
rice 
ring 
risk 
river 
rocket 
roll 
roof 

voice 
waiter 

TABLE 2-continued 

NOMINATIVE TERMS 

lightning 
lime 
linen 
lion 
lip 
liquid 
liver 
living-room 

lobster 
lock 
look 
loom 
love 
luck 
OO 

rOOt 
rope 
rubber 
rumania 
russia 
rust 
saddle 

saddness 

safety 

saftey-belt 

sailor 
salt 

sand 
saturday 

SaCe 

Saudi 
arabia 

Squsage 
scale 
scarf 

school 
science 

scissors 

Scotland 
SCCW 

Sea 

self 
september 
shape 
she 

sheep 
shirt 

shoe 
shoulder 
side 
signature 
silk 
silver 
sister 
situation 
size 

water 
We 

milk 
minute 
mistake 
monday 
money 
monkey 
month 
OO 

morning 
OOCCO 

mosquito 
mother 
mountain 
OSC 

mouth 
skin 
skis 
sky 
sled 
smell 
smoke 
snake 
SOW 

soap 

socks 

soda 
soldier 
solution 

SO 

Song 

sound 
soup 
south-africa 

south 
america 
south-pole 

soviet 
union 

SaCe 

Spain 
pice S 

OO 

pring 
aircase 
amp 
al 

arch 
ation 

eak 
eel 
ick 
ock 

market 
stomach 
SOe 

SOC 

SO 

weight 
wheat 

number 
Se 

nut 
oak 
Oa 

Oats 
October 
office 

oil 
olive 
onion 
Orange 
Oe 

OX 

package 
story 
Stowe 
Street 
student 
subway 
Sugar 
Sille 

S. 

Sunday 

surprise 

Swamp 
Sweden 
Switzerland 

syria 
able 

ail 
ailor 

aste 
aX 

ea 

eacher 
elephone 
elevision 

ent 

est 
hailand 

heater 
hey 
hief 
high 
hing 

hirst 
hread 

hroat 
humb 
hunder 
hursday 
icket 
ie 
iger 
ime 
imetable 

window 
winter 

piano 
picture 
pig 
pigeon 
pillow 
pilot 
pin 
pine-tree 

pipe 
plant 
platform 
play 
playing 
card 
pleasure 
in 
ire 
Oast 
obacco 
Oday 
Oe 

oilet 
OmatO 

OOOW 

ongue 

ool 
ooth 

oothbrush 
op 
owel 

OW 

oy 

rain 
Ce 

rip 

rouble 
ruth 

uesday 
unisia 

urkey 

v-show 
ypewriter 
umbrella 
uncle 
united 
States 

Uruguay 
S 

vaccination 
vegetable 
velvet 
venezuela 
victim 
view 
village 
vinegar 

violin 
work 
year 
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TABLE 2-continued 

NOMINATIVE TERMS 

wall weather where WOla yesterday 
wa wedding who? wood you 
waste wednesday wife wool yugoslavia 
watch week wind word 

0403) 

TABLE 10 

CONNECTORS 

able-to call from mix ShOOt 
about called from more-than 

should 
above capsize fry OWe sing 
aCOSS capture give ea smell 
afraid-of 

carry go-in need speak 
after catch go-through 

occupy steal 
against CaSe go-to of sting 
allow change hang O stop 
aSWC climb hate outside study 
arrest close have pay take 
arrive-at 

cook hear play teach 
ask count help prepare throw 
at cut hit print tO 
bake deal-with hunt promise touch 
e decrease f prove translate 

OCCalSe defeat in pull try 
OCCOile deliver in-front-of 

push turn-off 
before discuss in-order-to 

put turn-On 
begin down include read under 
behind drink increase reduce understand 
believe drive kill refuse until 
bet drop kiss remember 

Se 

betray eat know repeat value 
between examine learn ride visit 
blame explain leave roast want 
bother find like say wash 
break finish live-in See while 
bring fix look-for sell win 

for made-of send with 
but for make SeW work-for 
buy forget meet shave write 

04.04 

TABLE 11 

DESCRIPTORS 

abroad clean flat long round 
absent clear fly malignant 

again cold forbidden maybe sad 
agree complain foreign cal safe 
alive continue fragile Oe short 
all correct free much sick 
almost cough fresh mute similar 
alone crazy fun mutual sit 
also cry funny my sleep 
always curious glad CWOS slow 
angry damp good neutral slowly 
another dangerous goodbye eve small 
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TABLE 11-continued 

DESCRIPTORS 

any dark green lew smile 
argue dead grey next soft 
artificial 

deaf grOW nice SOile 
automatic 

CeCeaSe guilty north sometimes 
available 

deep hang not SO 
backward 

defective happen OW south 
bad different happy often special 
bashful difficult hard okay stand 
beautiful 

dirty healthy old strong 
begin drop heavy open Sweet 
black COW hungry O swim 
blind dry illegal permitted 

alk 
blond early important pink all 
blue east increase play hanks 
boil easy intelligent 

please here 
boring empty interesting 

poor hick 
O enough jealous portable 

hin 
awe expensive kiss possible 

hink 
broken expire large previous 

ired 
OW extreme last quiet ogether 

far late red Oo-much 
capsize fast laugh rest ransparent 
careful fat lazy rich ravel 
change few left right ugly 
cheap first legal ripe upstairs 
urgent wal wet worry young 
wait weak white wrong your 
walk West why? yellow 

04.05) An input buffer 3940 receives from the user, via 
keyboard 3910, an input sentence that is preferably struc 
tured in accordance with the invention and formatted as 
described below. In this case, analysis module 3925 initially 
examines the input Sentence for conformance to the Struc 
ture. Following this, module 3925 processessingle linguistic 
units of the input Sentence in an iterative fashion, addressing 
the databases to locate the entries corresponding to each 
linguistic unit in the given language, as well as the corre 
sponding entries in the target language. Analysis module 
3925 translates the sentence by replacing the input entries 
with the entries from the target language, entering the 
translation into an output buffer 3945 whose contents 
appears on screen display 3914. 
0406. It must be understood that although the modules of 
main memory 3904 have been described separately, this is 
for clarity of presentation only; SO long as the System 
performs all necessary functions, it is immaterial how they 
are distributed within the System and the programming 
architecture thereof. 

0407. In order to facilitate convenient analysis by module 
3925, input sentences are preferably structured in a charac 
teristic, easily processed format that facilitates both Straight 
forward identification of individual linguistic units and 
Simple verification that the Sequence of units qualifies as a 
legitimate Sentence in accordance with the expansion rules 
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of the invention. In one approach ("portrait form”), each 
linguistic unit of a Sentence appears in a separate line. If an 
expansion has been applied, an asterisk (*) is used to mark 
where the expansion occurred; that is, the * is used to 
connect basic Sentence Structures together to form larger 
sentences. For example, drawing from the entries in FIG. 1, 
0408) 
0409) *hit* 
0410 ball red 
0411 
0412. Alternatively, the sentence can be expressed in an 
algebraic (“landscape’) format where expansions are iden 
tified by enclosing the expansion terms in parentheses: 
0413 (cat striped) hit (ball red) 
0414. In either case, the user's input is treated as a 
character String, and using Standard String-analysis routines, 
module 3925 identifies the separate linguistic units and the 
expansion points. It then compares these with templates 
corresponding to the allowed expansion rules to validate the 
Sentence, following which database lookup and translation 
take place. If the Sentence fails to conform to the rules of the 
invention, module 3925 alerts the user via screen display 
3914. 

0415. In accordance with either of these representation 
formats, plurals in English are noted by adding "/s' to the 
end of a singular noun (e.g., “nation/s). In other languages, 
the most generic method of forming plurals is used; for 
example, in French, "/s' is added as in English, but in 
Italian, “/i” is added. Numbers are expressed numerically. 

cat Striped 

represents the results of steps 132 and 134. 

0416 Alternatively, analysis module 3925 can be con 
figured to process unformatted input Sentences. To accom 
plish this, module 3925 looks up each input word (or, as 
appropriate, groups of words) in databases 3935 and builds 
a representation of the Sentence in terms of the linguistic 
classes comprising it—that is, replacing each unit with its 
linguistic class symbol. Module 3925 then assesses whether 
the resulting Sequence of classes could have been generated 
in accordance with the allowed expansion rules, and if So, 
groups the linguistic units to facilitate lookup and transla 
tion. The output is provided either in an unstructured format 
corresponding to the input or in one of the formats Set forth 
above. The latter form of output is preferred, since word 
Strings in one language rarely correspond Sensibly to word 
Strings in another language produced Solely by Substitution; 
it is generally easier to comprehend output in a form that 
isolates the linguistic units and highlights expansions. 
0417. The invention may incorporate additional features 
to Simplify operation. For example, as noted above, words 
having multiple Senses are differentiated by ending periods, 
naturally, the number of periods following a particular Sense 
of the word represents an arbitrary choice. Accordingly, an 
additional database 3935 can comprise a dictionary of words 
having multiple meanings, with the invention-recognized 
format of each Sense of the word Set next to the various 
definitions. User interface 3930 interprets the user's clicking 
on one of the definitions as Selection thereof, and enters the 
proper encoding of the word into input buffer 3940. 
0418 Similarly, because considerations of economy and 
speed of operation limit the overall desirable size of the 
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databases, one of the databases 3935 can be set up as a 
thesaurus that gives the closest invention-recognized lin 
guistic unit to an unrecognized input word. In operation, 
when following an unsuccessful attempt by analysis module 
3925 to locate a word in the databases, module 3925 can be 
programmed to consult the thesaurus database 3935 and 
return a list of words that do, in fact, appear in the linguistic 
unit databases. 

0419 Module 3925 can also include certain utilities that 
recognize and correct (e.g., after approval by the user) 
frequently made errors in Sentence construction. For 
example, the present invention ordinarily indicates posses 
Sion by a named perSon using the verb “to have’; thus, the 
Sentence “Paul's computer is fast” is represented (in alge 
braic format) as “paul have (computer fast) or "(computer 
of paul) fast'; if the person is unnamed, the usual possessive 
pronouns may be used (e.g., "(computer my) fast'). Thus, 
module 3925 can be configured to recognize constructions 
Such as “Pauls” and return the appropriate construction in 
accordance with the invention. 

0420. It will therefore be seen that the foregoing repre 
Sents a convenient and fast approach to translation among 
multiple languages. The terms and expressions employed 
herein are used as terms of description and not of limitation, 
and there is no intention, in the use of Such terms and 
expressions, of excluding any equivalents of the features 
shown and described or portions thereof, but it is recognized 
that various modifications are possible within the Scope of 
the invention claimed. For example, the various modules of 
the invention can be implemented on a general-purpose 
computer using appropriate Software instructions, or as 
hardware circuits, or as mixed hardware-Software combina 
tions. 

0421) While various embodiments have been described 
above, it should be understood that they have been presented 
by way of example only, and not limitation. Thus, the 
breadth and scope of a preferred embodiment should not be 
limited by any of the above described exemplary embodi 
ments, but should be defined only in accordance with the 
following claims and their equivalents. 
What is claimed is: 

1. A method for monitoring emotions in Voice Signals and 
providing feedback thereon comprising the Steps of: 

(a) receiving a voice signal representative of a component 
of a conversation between at least two Subjects, 

(b) determining an emotion associated with the voice 
Signal; and 

(c) providing feedback to a third party based on the 
determined emotion. 

2. A method as recited in claim 1, wherein the conversa 
tion is carried out over a telecommunications network. 

3. A method as recited in claim 2, wherein one of the 
Subjects is a customer, one of the Subjects is an employee, 
and the third party is a manager. 

4. A method as recited in claim 3, wherein the employee 
is employed by a call center. 
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5. A method as recited in claim 1, wherein the feedback 
is provided only if the emotion is determined to be a 
negative emotion Selected from the group of negative emo 
tions consisting of anger, Sadness, and fear. 

6. A method as recited in claim 1, wherein the emotion is 
determined by extracting a feature from the Voice Signal. 

7. A computer program embodied on a computer readable 
medium for monitoring emotions in Voice Signals and pro 
Viding feedback thereon comprising: 

(a) a code segment that receives a voice signal represen 
tative of a component of a conversation between at 
least two Subjects, 

(b) a code segment that determines an emotion associated 
with the Voice Signal; and 

(c) a code segment that provides feedback to a third party 
based on the determined emotion. 

8. A computer program as recited in claim 7, wherein the 
conversation is carried out over a telecommunications net 
work. 

9. A computer program as recited in claim 8, wherein one 
of the Subjects is a customer, one of the Subjects is an 
employee, and the third party is a manager. 

10. A computer program as recited in claim 9, wherein the 
employee is employed by a call center. 

11. A computer program as recited in claim 7, wherein the 
feedback is provided only if the emotion is determined to be 
a negative emotion Selected from the group of negative 
emotions consisting of anger, Sadness, and fear. 

12. A computer program as recited in claim 7, wherein the 
emotion is determined by extracting a feature from the Voice 
Signal. 

13. A System for monitoring emotions in Voice Signals and 
providing feedback thereon comprising: 

(a) logic that receives a voice signal representative of a 
component of a conversation between at least two 
Subjects, 

(b) logic that determines an emotion associated with the 
Voice signal; and 

(c) logic that provides feedback to a third party based on 
the determined emotion. 

14. A System as recited in claim 13, wherein the conver 
sation is carried out over a telecommunications network. 

15. A system as recited in claim 14, wherein one of the 
Subjects is a customer, one of the Subjects is an employee, 
and the third party is a manager. 

16. A System as recited in claim 15, wherein the employee 
is employed by a call center. 

17. A system as recited in claim 13, wherein the feedback 
is provided only if the emotion is determined to be a 
negative emotion Selected from the group of negative emo 
tions consisting of anger, Sadness, and fear. 

18. A system as recited in claim 13, wherein the emotion 
is determined by extracting a feature from the Voice Signal. 


