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(57) ABSTRACT 

Embodiments of the invention provide techniques for 
abstracting conversations between avatars within a virtual 
world. In one embodiment, the user of an avatar observing a 
conversation between otheravatars may be presented with an 
abstracted version of the conversation. The abstraction may 
be performed so as to enable the user to determine the general 
topic or nature of the conversation, without receiving sensi 
tive or detailed information included in the conversation. In 
one embodiment, the abstraction is performed by Substituting 
words of the conversation with fewer words, or words having 
a more general meaning. The degree of abstraction performed 
may be based on a level of trust between the observer and the 

(22) Filed: Dec. 28, 2007 users engaged in conversation. 
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CONVERSATION ABSTRACTIONS BASED 
ON TRUST LEVELS IN A VIRTUAL WORLD 

BACKGROUND OF THE INVENTION 

0001 1. Field of the Invention 
0002 Embodiments of the invention relate to the use of 
immersive virtual environments. More specifically, embodi 
ments of the invention relate to abstracting communications 
taking place in an immersive virtual environment. 
0003 2. Description of the Related Art 
0004. A virtual world is a simulated environment which 
users may inhabit and in which the users may interact with 
virtual objects and locations of the virtual world. Users may 
also interact with one another via avatars. An avatar generally 
provides a graphical representation of an individual within 
the virtual world environment. Avatars are usually presented 
to other users as two or three-dimensional graphical repre 
sentations of humanoids. Frequently, virtual worlds allow for 
multiple users to enter and interact with one another. Virtual 
worlds provide an immersive environment as they typically 
appear similar to the real world, with real world rules such as 
gravity, topography, locomotion, real-time actions, and com 
munication. 
0005 Virtual worlds may be persistent. A persistent world 
provides an immersive environment (e.g., a fantasy setting 
used as a setting for a role-playing game, or a virtual world 
complete with land, buildings, towns, and economies) that is 
generally always available, and world events happen continu 
ally, regardless of the presence of a given avatar. Thus, unlike 
more conventional online games or multi-user environments, 
the virtual world continues to exist, and plots and events 
continue to occur as users enter (and exit) the virtual world. 

SUMMARY OF THE INVENTION 

0006. One embodiment of the invention includes a com 
puter-implemented method. The method generally includes: 
receiving a communication from a first user to a second user 
of a virtual world, wherein the first user and the second user 
are participating in a conversation via avatars present in a 
location of the virtual world; identifying a third user having 
an avatar present in the same location, wherein the third user 
is not participating in the conversation; determining a level of 
trust for the third user relative to the first user and the second 
user, determining a level of abstraction corresponding to the 
determined level of trust; abstracting the communication to 
the determined level of abstraction; and presenting the 
abstracted communication to the third user. 

0007 Another embodiment of the invention includes a 
computer-readable storage medium including a program, 
which when executed on a processor performs an operation. 
The operation may generally include: receiving a communi 
cation from a first user to a second user of a virtual world, 
wherein the first user and the second user are participating in 
a conversation via avatars present in a location of the virtual 
world; identifying a third user having an avatar present in the 
same location, wherein the third user is not participating in 
the conversation; determining a level of trust for the third user 
relative to the first user and the second user; determining a 
level of abstraction corresponding to the determined level of 
trust; abstracting the communication to the determined level 
of abstraction; and presenting the abstracted communication 
to the third user. 
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0008 Still another embodiment of the invention includes a 
system having a processor and a memory. The memory may 
store a program, which when executed by the processor, is 
configured to perform an operation. The operation may gen 
erally include: receiving a communication from a first user to 
a second user of a virtual world, wherein the first user and the 
second user are participating in a conversation via avatars 
present in a location of the virtual world; identifying a third 
user having an avatar present in the same location, wherein 
the third user is not participating in the conversation; deter 
mining a level of trust for the third user relative to the first user 
and the second user; determining a level of abstraction cor 
responding to the determined level of trust; abstracting the 
communication to the determined level of abstraction; and 
presenting the abstracted communication to the third user. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0009. So that the manner in which the above recited fea 
tures, advantages and objects of the present invention are 
attained and can be understood in detail, a more particular 
description of the invention, briefly summarized above, may 
be had by reference to the embodiments thereof which are 
illustrated in the appended drawings. 
0010. It is to be noted, however, that the appended draw 
ings illustrate only typical embodiments of this invention and 
are therefore not to be considered limiting of its scope, for the 
invention may admit to other equally effective embodiments. 
0011 FIG. 1 is a block diagram that illustrates a client 
server view of computing environment, according to one 
embodiment of the invention. 

0012 FIGS. 2A-2B illustrate a user display for a user 
participating in a virtual world, according to one embodiment 
of the invention. 
0013 FIG. 3 is a flow diagram illustrating a method for 
abstracting a conversation between avatars in a virtual world, 
according to one embodiment of the invention. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0014) A virtual world is a simulated environment in which 
users may be represented by avatars. Anavatar may be used to 
“travel through locations of the virtual world, such as virtual 
streets, buildings, rooms, etc. While in a given location, an 
avatar may also be used to interact with otheravatars present 
therein. For example, a first avatar may be able to approach a 
second avatar, and may communicate with the second avatar 
by engaging in a conversation. One technique used to enable 
a conversation in the virtual world is to display text entered by 
the users in speech bubbles above the avatars (i.e., similar to 
speech bubbles shown in comic books). Another technique is 
to display text entered by the users in a chat window. 
0015 Conventionally, if a third avatar is present in the 
same location as the two avatars engaged in conversation, the 
user of the third avatar may also be able to view the text of the 
conversation. That is, the third user may be able to view 
speech bubbles above the heads of the avatars of the users 
engaged in conversation, or may be able to read text displayed 
in a chat window. Alternatively, if the first two users wish to 
keep their conversation private, the text of the conversation 
may be hidden from the third user. Thus, such conventional 
approaches are limited to providing an observer with com 
plete access to a conversation, or with no access at all. 
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0016 Embodiments of the invention provide techniques 
for abstracting conversations between avatars within a virtual 
world. In one embodiment, the user of an avatar observing a 
conversation between otheravatars may be presented with an 
abstracted version of the conversation. The abstraction may 
be performed so as to enable the user to determine the general 
topic or nature of the conversation, without receiving sensi 
tive or detailed information included in the conversation. In 
one embodiment, the abstraction is performed by Substituting 
words of the conversation with fewer words, or words having 
a more general meaning. The degree of abstraction performed 
may be based on a level of trust between the observer and the 
users engaged in conversation. 
0017. In the following, reference is made to embodiments 
of the invention. However, it should be understood that the 
invention is not limited to specific described embodiments. 
Instead, any combination of the following features and ele 
ments, whether related to different embodiments or not, is 
contemplated to implement and practice the invention. Fur 
thermore, in various embodiments the invention provides 
numerous advantages over the prior art. However, although 
embodiments of the invention may achieve advantages over 
other possible solutions and/or over the prior art, whether or 
not aparticular advantage is achieved by a given embodiment 
is not limiting of the invention. Thus, the following aspects, 
features, embodiments and advantages are merely illustrative 
and are not considered elements or limitations of the 
appended claims except where explicitly recited in a claim(s). 
Likewise, reference to “the invention' shall not be construed 
as a generalization of any inventive subject matter disclosed 
herein and shall not be considered to be an element or limi 
tation of the appended claims except where explicitly recited 
in a claim(s). 
0018. One embodiment of the invention is implemented as 
a program product for use with a computer system. The pro 
gram(s) of the program product defines functions of the 
embodiments (including the methods described herein) and 
can be contained on a variety of computer-readable storage 
media. Illustrative computer-readable storage media include, 
but are not limited to: (i) non-Writable storage media (e.g., 
read-only memory devices within a computer Such as CD 
ROM disks readable by a CD-ROM drive and DVDs readable 
by a DVD player) on which information is permanently 
stored; and (ii) Writable storage media (e.g., floppy disks 
within a diskette drive, a hard-disk drive or random-access 
memory) on which alterable information is stored. Such com 
puter-readable storage media, when carrying computer-read 
able instructions that direct the functions of the present inven 
tion, are embodiments of the present invention. Other media 
include communications media through which information is 
conveyed to a computer. Such as through a computer or tele 
phone network, including wireless communications net 
works. The latter embodiment specifically includes transmit 
ting information to/from the Internet and other networks. 
Such communications media, when carrying computer-read 
able instructions that direct the functions of the present inven 
tion, are embodiments of the present invention. Broadly, com 
puter-readable storage media and communications media 
may be referred to herein as computer-readable media. 
0019. In general, the routines executed to implement the 
embodiments of the invention, may be part of an operating 
system or a specific application, component, program, mod 
ule, object, or sequence of instructions. The computer pro 
gram of the present invention typically is comprised of a 
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multitude of instructions that will be translated by the native 
computer into a machine-readable format and hence execut 
able instructions. Also, programs are comprised of variables 
and data structures that either reside locally to the program or 
are found in memory or on storage devices. In addition, 
various programs described hereinafter may be identified 
based upon the application for which they are implemented in 
a specific embodiment of the invention. However, it should be 
appreciated that any particular program nomenclature that 
follows is used merely for convenience, and thus the inven 
tion should not be limited to use solely in any specific appli 
cation identified and/or implied by Such nomenclature. 
0020 FIG. 1 is a block diagram that illustrates a client 
server view of computing environment 100, according to one 
embodiment of the invention. As shown, computing environ 
ment 100 includes client computers 110, network 115 and 
server system 120. In one embodiment, the computer systems 
illustrated in environment 100 may include existing computer 
systems, e.g., desktop computers, server computers, laptop 
computers, tablet computers, and the like. The computing 
environment 100 illustrated in FIG. 1, however, is merely an 
example of one computing environment. Embodiments of the 
present invention may be implemented using other environ 
ments, regardless of whether the computer systems are com 
plex multi-user computing systems, such as a cluster of indi 
vidual computers connected by a high-speed network, single 
user workstations, or network appliances lacking non-volatile 
storage. Further, the software applications illustrated in FIG. 
1 and described herein may be implemented using computer 
Software applications executing on existing computer sys 
tems, e.g., desktop computers, server computers, laptop com 
puters, tablet computers, and the like. However, the software 
applications described herein are not limited to any currently 
existing computing environment or programming language, 
and may be adapted to take advantage of new computing 
systems as they become available. 
0021. As shown, the server system 120 includes a CPU 
122, which obtains instructions and data via a bus 121 from 
memory 126 and storage 123. The processor 122 could be any 
processor adapted to Support the methods of the invention. 
The memory 126 is any memory sufficiently large to hold the 
necessary programs and data structures. Memory 126 could 
be one or a combination of memory devices, including Ran 
dom. Access Memory, nonvolatile or backup memory, (e.g., 
programmable or Flash memories, read-only memories, etc.). 
In addition, memory 126 and storage 124 may be considered 
to include memory physically located elsewhere in a server 
120, for example, on another computer coupled to the server 
120 via bus 121. The server system 120 may be operably 
connected to the network 115, which generally represents any 
kind of data communications network. Accordingly, the net 
work 115 may represent both local and wide area networks, 
including the Internet. As shown, memory 126 may include a 
virtual world 130 and a conversation engine 128. In one 
embodiment, the virtual world 130 may be a software appli 
cation that allows a user to explore and interact with an 
immersive environment. 

0022. As shown, each client computer 110 includes a cen 
tral processing unit (CPU) 102, which obtains instructions 
and data via a bus 111 from client memory 107 and client 
storage 104. CPU 102 is a programmable logic device that 
performs all the instruction, logic, and mathematical process 
ing in a computer. Client storage 104 Stores application pro 
grams and data for use by client computer 110. Client storage 
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104 includes hard-disk drives, flash memory devices, optical 
media and the like. Client computer 110 is operably con 
nected to the network 115 (e.g., the Internet). Client memory 
107 includes an operating system (OS) 108 and a client appli 
cation 109. Operating system 108 is the software used for 
managing the operation of the client computer 110. Examples 
of OS 108 include UNIX, a version of the Microsoft Win 
dows(R operating system, and distributions of the LinuxOR) 
operating system. (Note, Linux is a trademark of Linus Tor 
valds in the United States and other countries.) As shown, 
client storage 104 may include user trust records 105. 
0023. In one embodiment, the client application 109 pro 
vides a software program that allows a user to connect to a 
virtual world 130 included on server 120, and once con 
nected, to perform various user actions. Such actions may 
include exploring virtual locations, interacting with other 
avatars, and interacting with virtual objects. Further, the cli 
ent application 109 may be configured to generate and display 
a visual representation of the user within the immersive envi 
ronment, generally referred to as an avatar. The avatar of the 
user is generally visible to other users in the virtual world, and 
the user may view avatars representing the other users. The 
client application 109 may also be configured to generate and 
display the immersive environment to the user and to transmit 
the user's desired actions to the virtual world 130. Such a 
display may include content from the virtual world deter 
mined from the user's line of sight at any given time. For the 
user, the display may include the avatar of that user or may be 
a camera eye where the user sees the virtual world through the 
eyes of the avatar representing this user. 
0024. The user may view the virtual world using a display 
device 140, such as an LCD or CRT monitor display, and 
interact with the client application 109 using input devices 
150. Further, in one embodiment, the user may interact with 
the client application 109 and the virtual world 130 using a 
variety of virtual reality interaction devices 160. For example, 
the user may don a set of virtual reality goggles that have a 
screen display for each lens. Further, the goggles could be 
equipped with motion sensors that cause the view of the 
virtual world presented to the user to move based on the head 
movements of the individual. As another example, the user 
could don a pair of gloves configured to translate motion and 
movement of the user's hands into avatar movements within 
the virtual reality environment. Of course, embodiments of 
the invention are not limited to these examples and one of 
ordinary skill in the art will readily recognize that the inven 
tion may be adapted for use with a variety of devices config 
ured to present the virtual world to the user and to translate 
movement/motion or other actions of the user into actions 
performed by the avatar representing that user within the 
virtual world 130. 

0025. By way of example, FIGS. 2A-2B illustrate a user 
display 200 for a userparticipating in a virtual world, accord 
ing to one embodiment of the invention. The user display 200 
may be provided by the client application 109, according to 
one embodiment. FIGS. 2A-2B illustrate a situation in which 
a first avatar 230 is in conversation with a second avatar 240. 
In FIG. 2A, the text of the conversation is presented in speech 
bubbles 210 that appear above the heads of the avatars. 
Assume that user display 200 is displayed to the user of a third 
avatar 250. As shown, the third avatar 250 is present in the 
same location as the first avatar 230 and the second avatar 
240, and may thus be able to view the speech bubbles 210 
representing their conversation. In FIG. 2B, the text of the 
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conversation appears in a chat window 260. More specifi 
cally, the text entered by the users participating in the conver 
sation is displayed to the user of the third avatar 250 in the 
chat window 260, accompanied by the user's name. 
0026 Referring again to FIG. 1, the conversation engine 
128 may be a software program configured to abstract con 
Versations taking place in a virtual world, according to one 
embodiment. More specifically, the conversation engine 128 
may translate conversations into an abstracted form that may 
be presented to an observer of the conversation. The 
abstracted form may provide the observer with a general idea 
of the conversation, without revealing sensitive or detailed 
information included in the conversation. For example, FIG. 
2C illustrates the user display 200 of the user of the third 
avatar 250 in the event that the conversation engine 128 has 
translated the conversation between the first avatar 230 and 
the second avatar 240 into an abstracted form. In contrast to 
the speech bubbles 210 shown in FIG. 2A, the speech bubbles 
210 now contain descriptions of the text “spoken by each 
avatar, instead of the actual text itself. In this example, the 
abstracted text is indicated by brackets. 
0027. In one embodiment, the conversation engine 128 
may be configured to performan abstraction of a conversation 
by replacing specific words or phrases included in a statement 
with other words. For example, a proper noun included in a 
statement (e.g., a person's name, a place name, etc.) may be 
substituted with common noun (e.g., “man,”“woman,”“city.” 
etc.). In another embodiment, multiple words may be 
replaced with a single word describing a class or category that 
includes the replaced words. Optionally, the replacement 
word(s) may be shown with a visual indicator, for instance 
brackets, parentheses, etc. For example, the conversation 
phrase “I wish to buy bread, fruit, and milk' may be translated 
to the phrase “I wish to buy groceries. In yet another 
embodiment, a phrase may be replaced with a description of 
the phrase. For example, the conversation phrase “I wish to 
buy bread, fruit, and milk' may be replaced with the descrip 
tion “Purchase Request.” 
0028. In one embodiment, the conversation engine 128 
may be configured to performan abstraction of a conversation 
by using a set of language abstractions 124 included in Stor 
age 123. The language abstractions 124 may store related 
words or phrases at varying degrees of abstraction. For 
example, the language abstractions 124 may include group 
ings of words which may be replaced with a single word or a 
description. In another example, the language abstractions 
124 may include proper nouns which may be replaced with 
common nouns. Of course, one of skill in the art will recog 
nize that the abstraction of a conversation may be performed 
by other suitable techniques. 
0029. In one embodiment, the conversation engine 128 
may be configured to perform varying degrees of abstraction 
based on a level of trust assigned to an observer to a conver 
sation (e.g., the user of avatar 250 illustrated in FIG. 2A). In 
particular, in the situation of an observer having a low level of 
trust, the conversation engine 128 may perform a high level of 
abstraction, thus preventing the observer from receiving any 
personal or detailed information included in the conversation. 
Further, in the situation of an observer having a high level of 
trust, the conversation engine 128 may be configured to not 
performany abstraction, thus allowing the observer to receive 
the original conversation without alteration. For example, 
referring to the example illustrated in FIG. 2A, the conversa 
tion between the first avatar 230 and the second avatar 240 
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relates to a business negotiation for purchase of a product. In 
the case that the observer (i.e., the user of the third avatar 250) 
has a low level of trust, instead of seeing the actual text of a 
statement made in the conversation, the observer may be 
presented with a general description of the statement (e.g., a 
speech bubble stating "Business discussion'). Assuming a 
higher level of trust, the observer may be presented with a 
more detailed description of the statement (e.g., a speech 
bubble stating "Purchase negotiation for productX). Assum 
ing a highest level of trust, the observer may be presented with 
the full text of the statement. 

0030. In one embodiment, the level of trust assigned to an 
observer may be determined based on the user trust data 105 
belonging to a user engaged in the conversation. The user trust 
data 105 may be stored in client storage 104, and may be a 
data structure configured for specifying trust levels for par 
ticular users. For example, in the user trust data 105 belonging 
to the user of avatar 230, a given observer (e.g., the user of 
avatar 250) may be specified as having a low level of trust. 
Optionally, users may be specified as being excluded, mean 
ing they are completely blocked from viewing conversations 
of the owner of the user trust data 105. In another embodi 
ment, user trust data 105 may include predefined criteria to 
assign levels of trust according to characteristics of the 
observer. For example, the user trust data 105 may specify 
that users belonging to the groups “Friends' and “Associates' 
are assigned a high level of trust. 
0031. In one embodiment, the user trust data 105 may 
specify a level of trust for a user based on situational charac 
teristics of a conversation, Such as a location (e.g., at the 
office, at home, etc.), companions (e.g., conversations with 
the boss, conversations with clients, etc.), or time frame (e.g., 
conversations occurring between 1 PM and 4 PM each week 
day). Further, the user trust data 105 may specify a level of 
trust based on a current profile of the owner, meaning a 
general description of the owner's intended activity or mode 
of interacting while in the virtual world. For example, an 
observer may be assigned a low level of trust while the owner 
is engaged in a conversation while in a “Work” profile (i.e., 
the owner of the user trust data 105 is conducting business 
affairs). Furthermore, the user trust data 105 may specify a 
level of trust based on the owner's current activity (e.g., 
working, talking, etc.). Furthermore, the user trust data 105 
may specify a level of trust in terms of membership in a 
defined group of users of the virtual world. For example, the 
user trust data 105 may specify that members of the group 
“Competitors' should always be assigned a low level of trust. 
In another example, the user trust data 105 may specify that a 
given observer should be assigned a low level of trust when 
the owner is in the company of a particular user, or is in the 
company the group “Business Clients.” 
0032. In one embodiment, an observer may be allowed to 
interact with the users engaged in the conversation. In par 
ticular, the observer may be allowed to communicate with the 
users engaged in conversation, but may only be presented 
with an abstracted version of statements made within the 
conversation. In one embodiment, the level of trust assigned 
to the observer may vary with the amount and/or nature of 
interactions with the users engaged in the conversation. For 
example, referring to the example illustrated in FIG. 2A, 
assume the third avatar 250 interacts with the first avatar 230 
and the second avatar 240. In this situation, the level of trust 
assigned to the user of the third avatar 250 may be increased 
in proportion to the amount of interaction with the other two 
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avatars. Accordingly, assuming the observer interacts with 
the users engaged in conversation over a period of time, the 
observer may be allowed to view an increasingly accurate 
(i.e., less abstract) form of the conversation over that period. 
0033. In one embodiment, the conversation engine 128 
may be configured to allow a user to observe a conversation 
only when the user's avatar is located within a virtual hearing 
range of the avatars of the users engaged in conversation. The 
hearing range may be limited to a predefined distance for 
“hearing other avatars within the virtual world. Further, the 
hearing range may take into account any intervening objects 
included in the virtual world, which may be defined as 
obstructing sight and/or sounds between the avatars. Further 
more, the hearing range may be limited by other factors, for 
example any background noise existing in the same location 
as the avatars. In another embodiment, a user may be limited 
to observe a conversation based on a visual range, meaning a 
line of sight within a predefined distance for one avatar to 
view anotheravatar. 

0034. Of course, the embodiments described above are 
intended to be illustrative, and are not limiting of the inven 
tion. Other embodiments are broadly contemplated. For 
example, while the above examples are described with refer 
ence to text-based conversations, other embodiments may be 
directed to voice-based conversations, or to conversations 
using other forms of communication. 
0035 FIG. 3 is a flow diagram illustrating a method 300 
for abstracting a conversation between avatars in a virtual 
world, according to one embodiment of the invention. Per 
sons skilled in the art will understand that, even though the 
method is described in conjunction with the system of FIG. 1, 
any system configured to perform the steps of the method 
300, in any order, is within the scope of the present invention. 
0036. The method 300 begins at step 310, by receiving a 
statement included in a conversation. For example, the con 
Versation engine 128 may be configured to receive text 
entered in a client application 109 by a user of a first avatar 
230 in order to communicate to a user of a second avatar 240. 
At step 320, an observer to the conversation may be identified. 
That is, a user having an avatar located within a predefined 
hearing range of the conversation may be identified. For 
example, the conversation engine 128 may be configured to 
identify the third avatar 250 as being within a hearing range of 
the conversation between the first avatar 230 and the second 
avatar 240. Optionally, a user having an avatar within a visual 
range of the avatars engaged in conversation may be identi 
fied. 
0037. At step 330, a trust level may be determined for the 
observer. In one embodiment, the trust level for the observer 
may be specified by a user engaged in the conversation (e.g., 
in user trust data 105). In another embodiment, the trust level 
may be based on past interactions with the observer. In yet 
another embodiment, the trust level may be based on the 
situational characteristics of the users engaged in the conver 
sation. 
0038. At step 340, an appropriate level of abstraction may 
be determined for each observer. In one embodiment, the 
appropriate level of abstraction may be based on the level of 
trust determined at step 330. Step 340 may be performed, for 
example, by the conversation engine 128. At step 350, the 
statement received at step 310 may be translated to the appro 
priate level of abstraction determined at step 340. That is, 
words included in the statement may be replaced with substi 
tute words, such that the specific meaning of the replaced 
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words is obscured. For example, the conversation engine 128 
may be configured to translate a statement by using the lan 
guage abstractions 124 included in storage 123 (shown in 
FIG. 1). 
0039. At step 360, the translated statement may be pre 
sented to the observer. The observer may thus be able to 
determine a general sense of the conversation, but may not 
receive detailed or sensitive information that the users 
engaged in the conversation may wish to keep private. For 
example, conversation engine 128 may be configured to 
present the observer with a translated form of the statement. 
The presentation may be performed, e.g., in speech bubbles 
210 or in chat window 260, as shown in FIGS. 2A-2B. 
0040. Of course, the method 300 is provided for illustra 
tive purposes only, and is not limiting of the invention. It is 
contemplated that the method 300 may be modified to include 
additional steps. Such modifications may be made to Suit 
particular situations, and are thus contemplated to be in the 
Scope of the invention. 
0041 While the foregoing is directed to embodiments of 
the present invention, other and further embodiments of the 
invention may be devised without departing from the basic 
scope thereof, and the scope thereof is determined by the 
claims that follow. 
What is claimed is: 
1. A computer implemented method, comprising: 
receiving a communication from a first user to a second 

user of a virtual world, wherein the first user and the 
Second user are participating in a conversation via ava 
tars present in a location of the virtual world; 

identifying a third user having an avatar present in the same 
location, wherein the third user is not participating in the 
conversation; 

determining a level of trust for the third user relative to the 
first user and the second user; 

determining a level of abstraction corresponding to the 
determined level of trust; 

abstracting the communication to the determined level of 
abstraction; and 

presenting the abstracted communication to the third user. 
2. The computer-implemented method of claim 1, wherein 

determining the level of trust for the third user is at least 
partially based on one or more predefined lists of contacts for 
the first user or the second user. 

3. The computer-implemented method of claim 1, wherein 
determining the level of trust for the third user is at least 
partially based on one or more past interactions between the 
third user and at least one of the first user and the second user. 

4. The computer-implemented method of claim 1, wherein 
determining the level of trust for the third user is at least 
partially based on at least one of: (i) a situation context of the 
first user within the virtual world, and (ii) a situation context 
of the second user within the virtual world. 

5. The computer-implemented method of claim 1, wherein 
the abstracted communication is presented to the third user in 
at least one of (i) one or more dialog balloons visible in the 
virtual world, and (ii) one or more chat windows. 

6. The computer-implemented method of claim 1, wherein 
identifying the third user comprises determining whether the 
third user's avatar is within a specified maximum distance for 
participating in a conversation in the virtual world. 

7. The computer-implemented method of claim 1, wherein 
abstracting the communication comprises Substituting one or 
more words of the communication with one or more Substi 
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tute words, wherein the substitute words are classified 
according to one or more levels of abstraction. 

8. The computer-implemented method of claim 1, wherein 
the level of trust may be modified during a conversation based 
on the third user's interactions with the first user and the 
second user. 

9. The computer-implemented method of claim 1, wherein 
determining the level of trust for the third user is at least 
partially based on one or more permissions of the user of third 
avatar with regard to communications between the first user 
and the second user. 

10. The computer-implemented method of claim 1, 
wherein abstracting the communication comprises generat 
ing a translated communication, wherein the translated com 
munication does not include any confidential content of the 
communication. 

11. A computer-readable storage medium including a pro 
gram, which when executed on a processor performs an 
operation, comprising: 

receiving a communication from a first user to a second 
user of a virtual world, wherein the first user and the 
second user are participating in a conversation via ava 
tars present in a location of the virtual world; 

identifying a third user having an avatar present in the same 
location, wherein the third user is not participating in the 
conversation; 

determining a level of trust for the third user relative to the 
first user and the second user, 

determining a level of abstraction corresponding to the 
determined level of trust; 

abstracting the communication to the determined level of 
abstraction; and 

presenting the abstracted communication to the third user. 
12. The computer-readable storage medium of claim 11, 

wherein determining the level of trust for the third user is at 
least partially based on one or more predefined lists of con 
tacts for the first user or the second user. 

13. The computer-readable storage medium of claim 11, 
wherein determining the level of trust for the third user is at 
least partially based on one or more past interactions between 
the third user and at least one of the first user and the second 
USC. 

14. The computer-readable storage medium of claim 11, 
wherein determining the level of trust for the third user is at 
least partially based on at least one of: (i) a situation context 
of the first user within the virtual world, and (ii) a situation 
context of the second user within the virtual world. 

15. The computer-readable storage medium of claim 11, 
wherein the abstracted communication is presented to the 
third user in at least one of (i) one or more dialog balloons 
visible in the virtual world, and (ii) one or more chat windows. 

16. The computer-readable storage medium of claim 11, 
wherein identifying the third user comprises determining 
whether the third user's avatar is within a specified maximum 
distance for participating in a conversation in the virtual 
world. 

17. The computer-readable storage medium of claim 11, 
wherein abstracting the communication comprises Substitut 
ing one or more words of the communication with one or 
more substitute words, wherein the substitute words are clas 
sified according to one or more levels of abstraction. 
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18. The computer-readable storage medium of claim 11, 
wherein the level of trust may be modified during a conver 
sation based on the third user's interactions with the first user 
and the second user. 

19. The computer-readable storage medium of claim 11, 
wherein determining the level of trust for the third user is at 
least partially based on one or more permissions of the user of 
third avatar with regard to communications between the first 
user and the second user. 

20. The computer-readable storage medium of claim 11, 
wherein abstracting the communication comprises generat 
ing a translated communication, wherein the translated com 
munication does not include any confidential content of the 
communication. 

21. A system, comprising: 
a processor; and 
a memory containing a program, which when executed by 

the processor is configured to perform an operation, 
comprising: 
receiving a communication from a first user to a second 

user of a virtual world, wherein the first user and the 
second user are participating in a conversation via 
avatars present in a location of the virtual world; 

identifying a third user having an avatar present in the 
same location, wherein the third user is not participat 
ing in the conversation; 
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determining a level of trust for the third user relative to 
the first user and the second user; 

determining a level of abstraction corresponding to the 
determined level of trust; 

abstracting the communication to the determined level 
of abstraction; and 

presenting the abstracted communication to the third 
USC. 

22. The system of claim 21, wherein determining the level 
of trust for the third user is at least partially based on one or 
more predefined lists of contacts for the first user or the 
second user. 

23. The system of claim 21, wherein determining the level 
of trust for the third user is at least partially based on one or 
more past interactions between the third user and at least one 
of the first user and the second user. 

24. The system of claim 21, wherein determining the level 
of trust for the third user is at least partially based on at least 
one of: (i) a situation context of the first user within the virtual 
world, and (ii) a situation context of the second user within the 
virtual world. 

25. The system of claim 21, wherein abstracting the com 
munication comprises generating a translated communica 
tion, wherein the translated communication does not include 
any confidential content of the communication. 
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