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Outline of this talk:
Background
EISCAT_3D Design Study project 2005-2009

–design target
– results

Alternative software radar concept
–current results
–proposed architecture

Next steps
–status of the project
– implementation studies 2010-2013
–construction    -2015
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Current EISCAT facilities:

EISCAT Svalbard Radar

Tromso
UHF

Sodankyla
UHF Kiruna

UHF

Dynasonde
Tromso

Tromso HF Heating

Associate countries and institutes Contributing partners:

Tromso
VHF

- 3 Incoherent Scatter Radars
- HF Heating Facility
- 2 Dynasondes

Annual operation 3.2 MEUR
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Space-time ambiguities 
can make the interpretation of radar data quite 

challenging



EISCAT Scientific Association
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Courtesy of Y Ogawa and A Saito, Google Earth

Our view is currently at best 2-dimensional
We will turn it to be 3-dimensional

European Incoherent Scatter Scientific Association 
Courtesy of Y Ogawa and A Saito, Google Earth
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Example on volumetric data: PFISR

Semeter et al., JASTP., 2008
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Design Study target (from 2005)

System configuration:
multiple phased-array ISR 

– A central transmitting/receiving core facility, 
located at, or close to, the EISCAT Tromsø radar.

– At least two receiving facilities for the ionospheric 
F1, F2 and topside regions, located at distances of 
~220-280 km south and east.

– At least two receiving facilities for the ionospheric 
D and E regions, at distances of ~90-120 km south 
and east 

– Data storage and communication systems located 
at, or close to, each facility. 

– Essentially unattended, continuous operation. 

– System control, monitoring, data access via Internet.

– Relative time between sites better than 100 ns, 
absolute time maintained to GPS/Galileo standards.

– At central core beam-steering systems for 
transmission and reception and several (4–10) 
outlier, receive-only phased-array antennas for in-
beam interferometry.

– At receiving facilities at least 5 beam formers

EISCAT 3D Design Specification Document
FP6-2003-Infrastructures-4: EISCAT 3D Proposal #011920

Version 1.0 November 1, 2005
Page 9 of 17

Appendix 1

Tentative EISCAT 3D System Layout

The figure shows one possible layout of the EISCAT 3D system.  In this configuration, the central core
(denoted by a green filled circle) is assumed to be located near the present Norwegian EISCAT site at
Ramfjordmoen.  The dashed circle with a radius of approximately 250 km indicates the approximate
extent of the field-of-view of the central core at 300 km altitude.  Phased-array receiving sites located
near Porjus (Sweden) and Kaamanen (Finland) provide 3D coverage over the (250-800) km height
range, while two additional receiving sites near Abisko (Sweden) and Masi (Norway) cover the (70-
300) km height range.

Possible new sites

Possible new baseline

69.4 N 30.0 E

69.58 N

19.22 E

68.2 N 14.3 E

~67 N
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Design Study target

Spatial resolution: 
– Along the transmitted beam better than 

100 m.
– Horizontally (–3 dB) at 100 km better 

than 150 m.

Radar field-of-view (FOV): 
– Central core steerable out to a 

maximum zenith angle of ≈40° in all 
azimuth directions.  At 300 km altitude, 
radius of FOV is approximately 250 km. 

– Receiving facilities permit   tristatic 
observations to be made at all altitudes 
up to 800 km.

Front end system overview

The frontend

A/D converter board

• A/D board design

– Two channels per board, serving one array antenna

– Shared high performance VCXO sample clock

– Each channel hold two amplifiers and several filters 

– Undersampling at 80 MHz; Clock performance crucial for SNR 

• Performance meets 

system requirements

– 70 dB single tone 

SFDR, 65 dB SNR



E. Turunen, HEPPA 2009, High_Energy Particle Precipitation in the Atmosphere, 6-8 October 2009, Boulder

Design Study target

Transmitter parameters:
– Centre frequency: between 220 – 250 

MHz, subject to allocation
– Peak output power: ≥2 MW 
– Instantaneous –1 dB power bandwidth: 
≥5 MHz 

– Pulse length: 0.5–2000 µs 
– Pulse repetition frequency: 0–3000 Hz 
– Modulation: Arbitrary waveforms, 

limited only by power bandwidth

!"#$%&'()$*&+(,$-.#/0#1)2$31(4$5*-36

TX

LNA
Post

amp
BPFADC

Control logic

Att.

Amp
Pwr

amp
AmpRWG

MonitoringControl logic / RAM

LNA
Post

amp
BPFADC

Control logic

Att.

RWG clock

ADC data 

out

ADC clock

Y

Ctrl / monitoring 

data

Modulation 

data in X

RX

• Two identical, 350-400 W transmitters 

drive the two orthogonal sets of antenna 

elements,

• Digital random waveform generators 

(RWG) will be used to generate the 

transmitted waveform (cf. cellphone base 

station technology !), 

• The power amplifiers run class-AB, thus 

presenting a fairly linear power transfer 

function over at least 20 dB of dynamic 

range,

• This will allow the use of truly arbitrary 

radar waveforms (including pseudo-

noise).

•The two receiver units (one for each polarisation) are 

essentially the same as those used in the remote 

receive-only arrays, thus physically separate from the 

transmitter modules.

Photograph of the complete (2 x 300W) test setup. The aluminium box with ventilators at front centre contains two independent BLF 248 

amplifiers. On its right is the driver chain, composed of a Mitsubishi power module followed by a single BLF 248 amplifier (partly 

hidden). A four-port hybrid (hidden) splits the drive power into two 30-watt signals driving one amplifier each. Final amplifier output 

power is sampled and monitored through two -35 dB directional coupler line samplers. The 28 V PSUs for the final amplifiers are located 

at the left rear; the grey instrument to their right is the EPROM-based sequencer. 
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Design Study target
Receiver parameters: 

– Centre frequency: matching the transmitter cf.

– Instantaneous bandwidth: ±15 MHz 

– Overall noise temperature: ≤50 K referenced to input terminals 

– Spurious-free dynamic range ≥70 dB

EISCAT 3D Design Specification Document
FP6-2003-Infrastructures-4: EISCAT 3D Proposal #011920

Version 1.0 November 1, 2005
Page 6 of 17

2.10 Transmitter parameters

Centre frequency: between 220 – 250 MHz, subject to allocation
Peak output power: !2 MW
Instantaneous –1 dB power bandwidth: !5 MHz

Pulse length: 0.5–2000 µs

Pulse repetition frequency: 0–3000 Hz
Modulation: Arbitrary waveforms, limited only by power bandwidth

2.11 Receiver parameters

Centre frequency: matching the transmitter centre frequency

Instantaneous bandwidth: ±15 MHz

Overall noise temperature: "50 K referenced to input terminals
Spurious-free dynamic range !70 dB

2.12 Sensor performance in incoherent scatter mode

The parameters of the different subsystems will be chosen such that, for each of the measurement
scenarios tabulated below, the radar will generate estimates of incoherently scattered signal power (or
equivalently, uncorrected electron density) with statistical accuracies of better than 10 % in the
specified integration times:

Altitude
[km]

Electron
density [m

-3
]

Te/Ti Ion composition
Height

resolution [m]
Integration time

[seconds]

80 1 x 10
8

 1.0 !100 30

100 3 x 10
9

 1.0 100 1

150 1 x 10
10

 1.0 50% NO
+
, 50% O

+
100 1

300 3 x 10
10

 2.0 100% O
+

300 1

800 3 x 10
10

 3.0 5% H
+
, 95% O

+
1000 10

1500 1 x 10
10

 4.0 10% H
+
, 90% O

+
60

2.13 Sensor performance in in-beam interferometer mode

In interferometer mode, the sensor will provide horizontal, 2D resolution of better than 20 m at 100 km
altitude.

To achieve this, the interferometry receiver subsystem together with the main TX/RX antenna and the
outlier receiving antenna arrays shall be arranged to provide samples of the target visibility function on

~150 different baselines with lengths ranging from about six wavelengths (") to more than 750".

The data rate from the full interferometry system is about two orders of magnitude greater than the
incoherent-scatter data rate.  Therefore, interferometry data will not be routinely saved to permanent
media.  Instead, the interferometry receiver subsystem will be equipped with local data buffers and
real-time threshold logic that requests data recording only when some preset level of coherence is
exceeded.
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The proposed Yagi antenna

Mutual coupling 

Mutual coupling between neighbouring elements in a phased array can ultimately limit the 

array performance dramatically. The radiation from one element into its neighbours sets up 

induced  currents  in  these,  raising  the  magnitude  of  the  apparent  reflection  coefficient, 

possibly to the extent that it impairs the transmitter power amplifier performance, and causing 

an  offset  and  distortion  of  the  beam  pattern  in  all  off-boresight  directions.  For  certain 

combinations of element spacings and phase offsets, a phenomenon known as blindness can 

result – all incident power is reflected and the array effectively ceases to radiate in the desired 

direction. The reader is referred to [3] and  [4] for an in-depth treatment of these phenomena. 

When designing a large phased array, it is therefore vital to verify that the degree of mutual 

coupling resulting from the selected combination of array geometry and radiator elements will 

be tolerable and that blindness will not occur anywhere within the desired field-of-view.

In the case of the EISCAT_3D Core array [1,2], this work was begun as an integral part of Mr. 

Renkwitz’s  Master’s  thesis  work:  NEC  analyses  of  the  mutual  coupling  and  mutual 

impedance characteristics  of the (3+3) element  X “Renkwitz Yagi” were performed for a 

range of antenna orientations [5]. However, as the numerical results were suspiciously good 

and showed large variations, it was decided to validate them by actual measurement. For this 

purpose, a test stand was constructed and populated with ten Renkwitz Yagis.

Figure 1.  Mechanical drawing of the “Renkwitz Yagi” recommended for use as the element antenna 

in the EISCAT_3D Core array.

The Yagi antenna elements are made from 20-mm diameter aluminium tubing, welded into 

the boom, which is made from 30-mm square aluminium profile with 2 mm wall thickness. 

Two orthogonal sets of elements are mounted on the boom with a longitudinal offset of 106 

mm between the sets. Half-wave baluns, made from 50-ohm RG402-type cable, transform the 

200-ohm feed-point impedance of the folded dipoles to 50 ohm.

30



E. Turunen, HEPPA 2009, High_Energy Particle Precipitation in the Atmosphere, 6-8 October 2009, Boulder

Figure 2. Photograph of the mutual coupling test stand with ten Renkwitz Yagi antennas installed.

The test  stand is  designed to  replicate  a  sub-section  of  the full  EI_3D core  array.  It  can 

support up to nineteen antennas in an equilateral triangular geometry. It has been constructed 

from  standard  scaffolding  components,  supplemented  by  a  few  special  details,  the  most 

important of these being the central hub, from which twelve tubular spokes radiate outwards 

at 30o angular separation. The hub and the outer ends of the spokes are supported on concrete 

blocks. The antennas under test are mounted on nineteen short lengths of aluminium tubing, 

one rising through the central hub and the other eighteen clamped to the spokes at variable 

distances  from  the  hub,  every  other  spoke  carrying  two  antennas.   Figure  2  shows  a 

photograph of the test stand fully populated with all ten X Yagis in their final positions, about 

1.80 m above ground.

31
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SCALE: several 10’s of thousands of antennas
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MODULAR construction opportunity
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Data rates and dissemination challenges

80 MHz sampling, 14/16 bits

16000 element core, 48000 total

9.6 TB/s from central site !

Beam-form in array

~30TB/day per beam

Total data rate ~ 300TB/day

Band-limit 140GB/day per beam?

Interferometer 730GB/hour

Support instruments 750GB/day

Short-term ~ 100 TB/site

Long-term storage ~ 1 PB

10Gb/s networking
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An alternative to Design Study hardware 
solution

Based on Software-Defined Radio (SDR)
Development already on existing EISCAT radars:

– USRP (Universal Soft Radio Peripheral) by Ettus, Inc. 
– USRP1: USB2 interface, Altera FPGA, 2007, 700 USD 
– USRP2: EN interface, Xilinx FPGA, now, 1000 USD 
– parallel USRP: 8 channels, autumn 2009, 3000 USD 
– 10 G EN, PCIe 4 lanes, 1G en x4 
– Xilinx SX50 or SX95 FPGA 
– Custom FPGA development by J. Corgan (DDC, aux signals) 
– Financed by the CoE of Inverse Problems, Finland 
– All SW and HW design material is open access 
– Linux / MacOS / Windows, Intel SSE as the SDR engine 
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ETTUS HW for 8 Msamples/s DDC
Outline Introduction SDR implementation SOC specifications state of the art Summary

Our history in SDR hardware

Ettus HW for 8 Msamples/s DDC

1,2 or 4 IF input channels / box

“Professional” software radar
8 MHz DDC from Ettus Research

Markku Lehtinen,Ilkka Virtanen IS experiment design with implications

Present EISCAT SDR applications:
•Space debris 
•General-purpose IS experiments 

•Ambiguity inversion along lag profiles 
replaces traditional decoding 
•Software relies on amplitude domain 
data to simplify bookkeeping 

•Lunar mapping 
•Pulse compression up to 2000 bauds 
(20002 int time factor) 
•Also fractional baud length coding 

•Meteor head echoes 
•Heater produced fast and sharp 
layers
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Example: Radar reflectivity map of the Moon
Outline Introduction SDR implementation SOC specifications state of the art Summary

Our history in SDR hardware

For example, the moon:

Markku Lehtinen,Ilkka Virtanen IS experiment design with implications

Resolution: 600m !
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Possible architecture for EISCAT_3D

Outline Introduction SDR implementation SOC specifications state of the art Summary

Our architecture

The architecture suggested for EISCAT 3D
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Markku Lehtinen,Ilkka Virtanen IS experiment design with implications
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What about the level 2 beamforming

Outline Introduction SDR implementation SOC specifications state of the art Summary

Our architecture

What about Level 2 beamforming:

 

100 
 

 
 

 
Level 1  
beam- 
former 

1 

RX 1 

RX 49 

 
Level 1  
beam- 
former 

2 
 

RX 1 

RX 49 

 
Level 1 
 beam- 
former 

m-1 
 

RX 1 

RX 49 

 
Level 1  
beam- 
former 

m 
 

RX 1 

RX 49 

SG 1 

SG 2 

SG 
m-1 

SG m 

DDC 1 

DDC 2 

DDC m-1 

DDC m 

DDC C 

DDC B 

DDC A 

DDC D 

Coherency 
processor 

1 

Coherency 
processor 

2 

Coherency 
processor 

N-1 

Coherency 
processor 

N 

 
Level 2 
 beam- 
former 

 

Array Building 

≥ 1 

Coh 
int 

≥ 1 

Coh 
int 

Decimated       
data  

5 Ms/s max. 

Decimated       
data  

5 Ms/s max. 

Full BW 
beam-formed 
data, 80 Ms/s 

Figure 8.6.1: Schematic diagram of a subset of the data flow through the EISCAT-3D signal processing system, from the individual ADCs to the storage/network units. 

80 
Ms/s 

Markku Lehtinen,Ilkka Virtanen IS experiment design with implications



E. Turunen, HEPPA 2009, High_Energy Particle Precipitation in the Atmosphere, 6-8 October 2009, Boulder

Level 2 beamforming is done in a computer 
network

Outline Introduction SDR implementation SOC specifications state of the art Summary

Our architecture

Level 2 beamforming is done in the computer network

notes

Each Level 1 unit is
connected to 6 neighors
by 10G ethernet lines.

3 independent streams of
10G/80M/16 ≈ 7.8 full
speed data can be routed
for beamforming sums.

totalling 23 beams.

with band-limited data,
much more, eg. for 5
MHz, 8*23=184
simultaneous beams

Markku Lehtinen,Ilkka Virtanen IS experiment design with implications
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The EUROPEAN Next-Generation Incoherent Scatter Radar proposal 
EISCAT_3D was accepted on the ESFRI Roadmap of Large-Scale 

European Research Infrastructures for the next 20-30 years.

The Svalbard Integrated Arctic Earth-Observation System SIOS was 
also accepted to the ESFRI Roadmap. ESR is an essential part of SIOS.
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ESFRI
ESFRI, the European Strategy Forum on Research Infrastructures, acts on issues related
to the development of high scientific quality European research infrastructures.

• Delegates nominated by the Research Ministers of the Member States and
Associated Countries
• Includes a representative of the European Commission
• The Swedish Research Council proposed EISCAT_3D on the ESFRI Roadmap
• ESFRI accepted the proposal in December 2008.
• The ESFRI EISCAT_3D proposal emphasizes modular construction of a large
distributed radar facility, with a possibility to have several active sites in the final
concept.
•The timeline and rough cost estimate proposed for the ESFRI EISCAT_3D is given
below:

Timeline: Preparatory phase 2009-2011
Construction phase 2011-2015
Operation 2015-2045

Estimated costs: Preparation: 6 M€
Construction: 60 M€ one active site

250 M€ all sites
Operation: 4-10 M€/year
Decomissioning: 10-15% of construction

Website: http://www.eiscat3d.se/ 
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Modular construction:

• WE CAN THINK BIG HERE!        Several active sites!
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•Design Study 2005-2009
•Implementation studies 
2010-2012
•Construction 2013-2015
•Operation 2015-2045

EISCAT 3 D
•Modular construction
•Site locations need to be 
considered carefully
•Sites may be very different in 
size and purpose
•WE COULD ALSO THINK OF
 A MID-LATITUDE SITE
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EISCAT_3D Design Study finished 30.4.2009
Documents were submitted to EU, 
June 2009
National applications:

– Swedish universities’ joint national 
infrastructure application 29.4.2009

• 2 receiver sites
• one small Tx/Rx

– Norwegian users sent application 
4.6.2009
• 2 MNOK
• for preparatory studies

– Finnish users sent application 23.9.2009
• 400 000 EUR
• prototyping a software radio and distributed 

computing solution in 50 MHz radar
• converting 32m dish to an atmospheric radar
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Norwegian government published 12.3.2009 their
development programme for Northern Areas
They explicitly mention the need to construct EISCAT 3 D 
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Unique science opportunity in order to answer 
important fundamental questions:
 - Energy input from solar wind -> magnetosphere ->ionosphere
 - Solar variability effects in the atmosphere in the Arctic
 - Coupling of atmospheric regions
 - Turbulence in the neutral atmosphere and space plasmas
 - Dust and aerosols in upper atmosphere
 - Ion outflow at high latitudes

EISCAT_3D + EISCAT Svalbard Radar
+existing infrastructure (Andoya, Esrange,SIOS, Heating, Radar,
Lidar, Riometer, Magnetometer, GPS,
Tomography receivers, etc.)

European
Window to Geospace in Northern Scandinavian Arctic
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Get involved in EISCAT_3D!
Nothing is set in stone yet – the 
present proposal is a draft and can 
easily be changed at this stage.

We need to submit an EU FP7 
application at the beginning of 
December, for the preparatory 
phase of the ESFRI project in 
2010-2013.

Note for HEPPA community: The 
ionisation rates will be measured in 
the whole atmosphere, in a large 
geographical area, with high 
resolution, as a 3D image!


